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Recent interest in design through the artificial intelligence (AI) lens is rapidly increasing. Designers, as a
special user group interacting with AI, have received more attention in the Human-Computer Interaction
community. Prior work has discussed emerging challenges that persist in designing for AI. However, few
systematic reviews focus on AI for design to understand how designers and AI can augment each other’s
complementary strengths in design collaboration. In this work, we conducted a landscape analysis of AI for
design, via a systematic literature review of 93 papers. The analysis first provides a bird’s eye view of overall
patterns in this area. The analysis also reveals three themes interpreted from the paper corpus associated
with AI for design, including AI assisting designers, designers assisting AI, and characterizing designer-AI
collaboration. We discuss the implications of our findings and suggested methodological proposals to guide
HCI toward research and practices that center on collaborative creativity.
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1 INTRODUCTION
Recent interest in design through the lens of artificial intelligence (AI) has significantly risen,
with a steady surge of AI-driven ideas and techniques dedicated to a variety of design fields. For
example, graphic designers leverage AI to amplify their knowledge of semiotics, typography, and
layout to design visual works such as posters [56], banners [109], magazines [209], and information
visualization [153, 154]. UI/UX designers apply AI to create the user interface (UI) or user experience
(UX) of websites [203], mobile applications [38, 120, 146], and other digital tools [152]. Industrial
designers use AI to enhance their skills in manufacturing, use of materials, and ergonomics to
design furniture [163], vehicles [132], and more [97, 183, 191]. While AI will radically alter how
design tasks get done and who does it, many researchers agree that the larger impact of AI will
be in complementing and augmenting human creativity, not replacing them [31, 58, 148]. Thus,
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understanding human–AI collaboration for design tasks has been growing in prominence within
the Human-Computer Interaction (HCI) community.
Designers, who create in response to a given problem in a specific context, constitute a special

user group interacting with AI, as they not only consume the results of AI, but also co-create
with it [211]. HCI research has discussed emerging challenges that persist in designing human-AI
interaction encountered by designers and explored opportunities for designers to engage AI as a
design material [44, 64, 185, 193, 194, 199]. For example, Yang et al. [192] collected and analyzed
2,494 HCI papers that mention Machine Learning (ML) to provide the landscape of HCI research in
relation to ML. Their analysis revealed seven topics that describe where HCI has employed ML
technical capabilities such as intelligent UI and sentiment analysis. Although prior work has laid a
solid foundation for improving human-AI interaction from designers’ perspective, they focused
more on designing for AI instead of AI for design. Empowering design with AI is challenging, and
little is known about how designers and AI can augment each other’s complementary strengths in
design collaboration.
To fill the gap, we conducted a literature review on AI for design following a mixed-method

approach. First, we screened 2,574 ACM papers and included 93 papers in our final corpus based on
the PRISMA framework. Second, we analyzed the corpus to reveal overall patterns in AI for design
research, including when and where researchers have focused their attention and what they have
focused on. Such a bird’s eye view can help sensitize HCI researchers to the increasing breadth and
depth of research in this area. Third, we applied a reflexive thematic analysis to understand the
collaboration between designers and AI and identified three themes, including how AI can enhance
what designers do best, how designers can most effectively augment AI, and how to support the
partnership. These themes integrate disparate threads of prior research on AI across different
design fields for the first time. Further, we envision potential research opportunities of enabling AI
for design in a more explainable, moral, and adaptable way with designers. The the details of our
corpus can be accessed at https://idvxlab.com/ai4design/.

2 BACKGROUND
As a preamble, we started by clarifying what “design” and “AI” mean in this work. “Design is a
discipline of study and practice focused on the interaction between a person — a ‘user’ — and
the man-made environment, taking into account aesthetic, functional, contextual, cultural, and
societal considerations”, as identified by the International Council of Design (ICoD) [127]. ICoD
is the world’s largest representative of professional designer entities founded in 1963 and is one
of three international organizations on the steering committee that signed The Montréal Design
Declaration [36]. Based on the definition, ICoD also listed a spectrum of specializations within the
profession called ‘designers’, including graphic designers, industrial designers, fashion designers,
interior designers, service designers, and UI/UX designers. Given that the act of designing is at
the core of their practice, design disciplines are also related to artists, engineers, and architects.
Specifically, while both designers and artists are creative, artists focus on self-expression and
designers attempt to find a solution to the needs of targeted users. Both designers and engineers
provide solutions to a problem but through different approaches; engineers base their work on
science and technology while designers base their work on human behavior. As ‘design’ is a broad
term, our work mainly associates design with graphic design, industrial design, fashion design,
interior design, service design, and UI/UX design to narrow its scope.

AI is an umbrella term that encompasses a set of computational techniques that enable a machine
to “make predictions, recommendations, or decisions that influence real or virtual environments”,
given a set of human-defined objectives [198]. Within AI, Machine Learning (ML) has emerged
recently and transformed the field through breakthroughs such as computer vision and speech
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recognition. ML also contributed a modern meaning to AI, as it enables task completion by automat-
ically learning knowledge from data [76]. In other words, instead of providing explicit instructions
via programming, a designer can shape the behavior of the algorithm using examples of that behav-
iors [21]. Considering that ML is at the core of many current AI techniques, our work conducted
the first systematic review of designer-AI interaction in the scope of ML-driven design ideas or
techniques. We chose ML-driven design for two key reasons. First, given the wide adoption of AI
in design using techniques such as optimization [90, 126] and predictive modeling [6, 169], the
scope of our literature review should be constrained. Second, and more importantly, investigating
ML-driven design can encourage more discussions on open questions concerning designer-AI
interaction and provide more insights. For example, working with ML is perceived as “uniquely
difficult” for UX designers, who usually face design challenges related to the uncertainty of AI’s
capabilities and the complexity of AI’s output [194].

3 RELATEDWORK
Before attending to our own research, we first reviewed existing work to lay a foundation for under-
standing: (i) How do HCI researchers approach human-AI interaction and designer-AI interaction?
and (ii) What are technological advances in AI for design?

3.1 Understanding Human-AI Interaction and Designer-AI Interaction
Human-AI interaction describes the completion of a user’s task with the support of AI. To improve
human-AI interaction, HCI researchers have proposed principles, frameworks, and guidelines to
understand the characteristics of such collaboration for over decades [4, 31, 32, 66, 107, 124]. For
example, Amershi et al. [4] proposed 18 applicable guidelines for human-AI interaction, which are
categorized into four groups, including initially, during interaction, when wrong, and over time.
Cimolino and Graham [32] reviewed prior work about human-AI shared controls and contributed
a four-dimension framework as an analysis tool, including AI role, supervision, influence, and
mediation. Diverse qualities that well-performed human-AI interaction should be instilled have also
been proposed such as transparency [46, 186], explainability [1, 101], and politeness [160]. Also,
both actors of human-AI interaction, human and AI, have been explored and specified. In terms of
AI, the potential values of different applications that employ AI inferences have been examined,
such as conversational agents [208] and neural network games [212]. Regarding the other actor of
the interaction, human, researchers have focused on how different user groups interact with AI,
such as children [82, 179], clinicians [176, 195], artists [21], and data scientists [63, 177]. Among
these user groups, designers are of emerging research interest [193, 199].
With respect to designer-AI interaction, two potential aspects can be considered: designers

design for AI systems (but not necessarily have to be used by designers) and AI systems that were
explicitly designed for designers. For the former aspect, HCI researchers have discussed challenges
that persist in designing human-AI interaction encountered by designers [43, 44, 193, 194] such as
failing to recognize the appropriate situations where AI might help [196] and envisioning novel
features that exceed AI’s current capabilities [194]. They have also explored opportunities for
designers to “engage AI as a design material” [9, 64, 185, 199]. Such a concept was borrowed from
physical design (e.g., craft) for interaction design [123]; the alternatives of a design choice are to
a large extent defined by the materials a designer has to work with, which requires that a clear
understanding of what AI can and cannot do should be formed [64]. Specifically, some research
sought to understand how designers work with AI. For example, Windl et al. [185] contributed
four approaches adopted by interaction designers when designing AI systems, including a priori,
post-hoc, model-centric, and competence-centric. Some research proposed that unique attributes
of AI can also be considered as design materials rather than obstacles. Benjamin et al. [9] derived
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three provocative concepts to explain how the uncertainty of machine learning can play a role as a
design material, including thingly uncertainty, pattern leakage, and future creep.

When comparing to research efforts devoted to designing for AI, the latter aspect, AI for design,
has only scarcely been touched by HCI researchers: Hwang [69] and Lu et al. [106] have investigated
the types of assistance (e.g., editor and generators) provided by AI-enabled design support tools
through a product analysis and a retrospective analysis, respectively. Motivated by such a gap in
the literature, our work attempted to collect and analyze papers focusing on AI systems designed
for designers and provide a systematic review of AI for design, as we see this as the best starting
place for discussing what it means by better design collaboration between designers and AI.

3.2 Technological Advances in AI for Design
Recently, technological advances in deep learning opened a floodgate of AI-driven ideas and tech-
niques specifically for design [166]. Notably, generative adversarial network (GAN) [53] proposed in
2014 is one of the most widely-implemented AI techniques for design [55]. Through the adversarial
process between a generator and a discriminator, GAN is able to generate high-quality samples that
varied from the realistic images fed by users. In this regard, GAN has been frequently integrated
into design support tools to generate inspirations such as UI designs [120, 207], stylized photos [27],
and virtual terrains [54]. For example, Mozaffari et al. [120] proposed a style-based GAN to generate
a diverse but focused set of UI examples based on an input image. MakeGirlsMoe [74] enables users
to specify the desired features of female animators such as eye color and hairstyle and then create
cartoon portraits. Another frequently-used generative model is Variational Autoencoder (VAE) [86],
which was proposed in 2013. By applying VAE, Vinci [56] learns the behaviors of human designers
when creating advertising posters to generate new posters while EmoG [152] helps design sketches
of the character with expressions for storyboards by learning input strokes from users.

The development of convolutional neural network (CNN) [95] is another milestone for AI-enabled
design. In 2016, Gatys et al. [51] proposed the first CNN-based model to support neural style transfer
(NST), which renders a new image by combining the content of a photograph with the painting
style of artwork. Subsequent efforts have integrated NST into design support tools in both academia
(e.g., [23, 138, 158, 173]) and industry (e.g., Prisma [93] and Deep Dream [119]). For example,
Virtusio et al. [173] proposed Neural Style Palette, which allows users to interactively blend anchor
styles extracted from a single style input to create their desired realizations. In addition to visual
input, AI can use textual input from users to generate designs. For example, recent multimodal
neural networks such as DALL·E [137] and Contrastive Language-Image Pre-training (CLIP) [135]
allows creating images from textual input for various concepts expressible in natural language. In
this work, we included the aforementioned AI techniques in our search query to collect related
papers and construct our corpus, given that the major contribution in these papers should be
AI-related or AI-based.

4 METHOD
In this section, we detail our approach to both data collection and analysis that construct our corpus.
The details of the corpus are included in Appendix.

4.1 Data Collection
Our approach to data collection was based on the Preferred Reporting Items for Systematic Reviews
and Meta-Analyses (PRISMA) framework [130] and structured in four main phases, including
identification, screening, eligibility, and inclusion, as shown in Fig. 1.
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Fig. 1. The process of data collection following the PRISMA framework.

4.1.1 Identification. We first developed our search query by discussing it with researchers through
multiple sessions of iterations and refinements. The search query is composed of primary and
secondary terms; the primary terms cover synonyms and abbreviations of artificial intelligence and
related AI techniques while the secondary terms help identify papers relevant to design. Specifically,
the primary terms were inspired by previous reviews on human-AI interaction [32, 179, 208]
and include “artificial intelligence (AI)”, “machine learning (ML)”, “deep learning (DL)”, “neural
network(s)”, “reinforcement learning”, “generation”, “generative”, “variational autoencoder(s)”,
“variational auto-encoder(s)”, “style transfer”, “natural language processing (NLP)”, and “data driven”.
We searched these AI-related terms in the titles, abstracts, or author keywords of text. To explore
design-related works from the retrieved results, the secondary terms were then used; “design” or
“designer(s)” were searched in the titles, abstracts, or author keywords of text AND “designer(s)”
was searched throughout full text.

To identify the data source, we followed the methodology proposed by previous literature
reviews [208]; we first randomly retrieved 200 papers using the search query in total from five
databases, including ACM Digital Library (ACM-DL), IEEE Xplore Digital Library (IEEE-XDL),
ScienceDirect, Taylor & Francis Online, and Wiley Online Library. Two co-authors then reviewed
40 papers from each source and the qualification rates were: ACM-DL (15.0%), IEEE-XDL (5.0%),
ScienceDirect (7.5%), Taylor & Francis Online (0%), and Wiley Online Library (2.5%). Specifically,
70% IEEE-XDL papers were based on AI but design did not play a salient role; 55% ScienceDirect
papers mentioned designers but building designers or course designers who are beyond our research
scope. As a result, we selected ACM-DL as the final source for our data collection due to its higher
qualification rates than other sources. This decision was also made by considering that ACM-DL
features a wide selection of reliable HCI works and the quality of the contributions. The ACM-DL
database was last searched using our search query on June, 2022. Our search yielded 2,682 items.
Items with duplicate titles (44 articles) and not peer-reviewed full papers (64 articles) were removed
before screening the remaining 2,574 articles.

4.1.2 Screening, Eligibility, and Inclusion. After identification, screening and eligibility assessments
were conducted by considering the following exclusion criteria:

EC1 The article discussed design in a broad scope (e.g., circuit design, architecture design).
EC2 The article did not directly aim at or involve designers.
EC3 The primary contribution in the article was not ML-based or ML-related.
EC4 AI for design is not the main topic. Instead, the article discussed designing for AI.
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In accordance with the four exclusion criteria, EC1-EC4, two authors started screening by
independently reviewing the titles and abstracts of a random sample of 515 articles (20%). During
the process, the articles were assigned with ‘include’, ‘exclude’, and ‘unclear’ labels. We reached a
good level of agreement (Cohen’s Kappa > 0.8) and then discussed the mismatches to achieve a
100% consensus. Then, one author applied the exclusion criteria from the sample screening to the
titles and abstracts of the remaining articles, resulting in 212 out of 2574 articles for full-text review.
In terms of eligibility, two authors independently read the full text of each article and labeled them
as ‘include’, ‘exclude’, or ‘unclear’. They discussed and excluded 96 articles in total according to the
four exclusion criteria. As a result, we identified 93 out of 212 articles to be included in our corpus.

4.2 Data Analysis
The data analysis of our corpus consisted of two parts. The first part focused on revealing overall
patterns of AI for design in HCI by providing description statistics in terms of publication year,
publication venue, prominent work, application field, and contribution type (Section 5). The second
part focused on identifying the roles of designers and AI in design collaboration via a reflexive
thematic analysis [12], which is a post-positivist approach that encourages researchers to be
acquainted with the data as codes evolve when the analysis progresses. After engaging with the
corpus during data collection initially, two authors independently reviewed the full text of the
papers through three iterations. In each iteration, we went through the entire corpus and developed
codes of themes openly in an inductive and theory-driven manner based on the semantic content
of the papers. After each iteration, we collaboratively refined and revised the existing codes and
discussed disagreements to achieve consensus. The codes developed from three iterations were
then collated into potential themes, the papers relevant to each theme were gathered and recorded
into spreadsheets. Finally, we conducted multiple rounds of reflection to derive a set of themes,
including AI assisting designers, designers assisting AI, and characterizing designer-AI collaboration
and their sub-themes as well as corresponding papers (Section 6). We also engaged in further
discussions of explanatory memos.

5 FINDINGS: DESCRIPTIVE STATISTICS
In this section, we present the descriptive statistics of our corpus to show how the sample articles
varied in publication year, publication venue, field of application, prominent work, and contribution
type. Such descriptive statistics can help uncover overall patterns of the development of AI for
design over time.

Fig. 2. Frequency of the papers about publication year.
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Publication Year. We first examined the publication year of the collected papers in our corpus.
The first paper we could locate was published by Xu et al. [189] in 2007, in which an interactive
evolution tool was developed to generate entertaining images based on generic programming.
From 2007 to 2022, relevant papers have been published every year except 2009, as shown in Fig. 2.
Starting from 2016, there was a steep increase in the number of papers specifically exploring AI for
design, as more than 84.9% of the papers (n = 79) were published since then. This trend confirms
our impression that the research interest concerning AI for design is growing radically and could
be explained that such a surge was largely affected by the breakthrough of AI techniques at that
time (e.g., GAN [53] in 2014, NST [51] in 2016). Also, the number of papers reached its peak (n =
23, 24.7%) in 2020.

Fig. 3. Frequency of the papers about publication venue.

Publication Venue. In terms of publication venues, our corpus shows a characteristic of hetero-
geneity with 35 different venues in total, as shown in Fig. 3. Specifically, the ACM CHI Conference
on Human Factors in Computing Systems (CHI) (n = 19, 20.4%) is the most common venue to appear
for the collected papers, followed by ACM Transactions on Graphics (TOG) (n = 11, 11.8%) and
the Annual ACM Symposium on User Interface Software and Technology (UIST) (n = 10, 10.8%).
Overall, the dominant venues include human-computer interaction (e.g., CHI, UIST), computer
graphics (e.g., TOG), and multimedia (e.g., MM) communities, reflecting the interdisciplinary nature
of the topic of AI for design. 28 out of 35 venues contributed 33 papers in total to the corpus,
including the Australian Conference on Human-Computer Interaction (OZCHI) (n = 2, 2.2%), the
ACM Transactions on Computer-Human Interaction (TOCHI) (n = 1, 1.1%), and the International
Conference on Human–Computer Interaction with Mobile Devices and Services (MobileHCI) (n =
1, 1.1%).

Fig. 4. Frequency of the papers about field of application.

Field of application. Fig. 4 shows the distribution of these papers regarding their application fields,
including graphic design, UI/UX design, industrial design, interior design, and fashion design. Note
that no papers have been found on AI for service design. We observed that papers in graphic design
account for the majority (n = 32, 34.4%), which encompasses diverse topics extending through
posters [56] and advertisement [162] to font [99] and icon [206]. The runner-up is UI/UX design (n
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= 31, 33.3%), echoing the huge demand for UI designs in the market nowadays [29]. The following
field is industrial design (n = 9, 9.7%), and more than half of these papers attempted to save designers’
effort in creating 3D modeling [24, 97, 112, 163, 182]. By comparison, interior design (n = 3, 3.2%)
emerged as one of the rarest application fields. Interestingly, although their number is small, two
of the three papers are highly cited: 227 [8] and 182 [200]. Similarly, fashion design attracted little
attention (n = 3, 3.2%) which comes up as an emerging area not until 2019 when AI was introduced
into fashion design for the first time [81]. We also found papers (n = 15, 16.1%) that address more
general research topics around design such as design elements [125] and design phases [87].

Title and Year Authors Venue Citations

Learning Visual Similarity for Product Design
with Convolutional Neural Networks (2015)

Bell and Bala [8] TOG 227

Make It Home: Automatic Optimization of
Furniture Arrangement (2011)

Yu et al. [200] TOG 182

Rico: A Mobile App Dataset for Building Data-
-Driven Design Applications (2017)

Deka et al. [38] UIST 130

ReVision: Automated Classification, Analysis
and Redesign of Chart Images (2011)

Savva et al. [144] UIST 123

Learning Design Patterns with Bayesian
Grammar Induction (2012)

Talton et al. [165] UIST 86

Webzeitgeist: Design Mining the Web (2013) Kumar et al. [92] CHI 84

Learning a Manifold of Fonts (2014)
Campbell and
Kautz [20]

TOG 72

Learning Visual Importance for Graphic
Designs and Data Visualizations (2017)

Bylinskii et al. [19] UIST 67

Deepfont: Identify Your Font from an Image
(2015)

Wang et al. [181] MM 61

Probabilistic Color-by-Numbers: Suggesting
Pattern Colorizations Using Factor Graphs
(2013)

Lin et al. [103] TOG 55

Table 1. Most cited papers of AI for design research (Top 10).

Prominent Work. We also measured the impact of the included papers based on their number
of citations and found that they are with varying levels of impact (Table 1). Specifically, we first
collected total citations for each paper from ACM-DL. We observed that the average number of
citations for all the papers is 19.9 (SD = 37.7) while 18.3% of papers (n = 17) have not been cited
yet. Then, we ranked the papers according to their number of citations and found that eight of the
top 10 most cited papers were published in TOG (n = 4) and UIST (n = 4). The most influential
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work [8] in our corpus was cited 227 times by June, 2022. It contributed a CNN-based visual search
algorithm that matches in-situ images with iconic product images for interior design. Other highly
cited work includes optimizing furniture arrangements automatically [115, 200] and collecting
datasets of UIs to support data-driven design [38, 92].

Contribution type. We investigated the contribution types of these papers following [108]. Fig. 5
shows that the contribution types include algorithm, application, dataset, theory, and evaluation.
Note that multiple types of contribution can be contained in one paper. The primary contribution
type is algorithm (n = 62, 66.7%). Among these studies, deep learning (n = 55, 59.1%) was the most
utilized computational method. Application (n = 31, 33.3%) is the second most frequent contribution
type, with 11 for UI/UX design and 9 for graphic design. The following contribution type is dataset
(n = 23, 24.7%) and notable examples include Rico [38] of mobile UIs and AdobeVFR [181] of
text images. More than half of the dataset papers are also accompanied by the contribution of
algorithm (n = 13, 14.0%). In contrast, the remaining two contribution types, theory (n = 3, 3.2%)
and evaluation (n = 2, 2.2%) were found relatively rare. All five papers were published after 2018,
indicating increasing attention given to developing theoretical frameworks or design implications
in this field.

Fig. 5. Frequency of the papers about contribution type.

6 FINDINGS: DESIGNER-AI COLLABORATION
This section continues our presentation of findings, with items that emerged as part of our thematic
analysis. These findings were structured as three themes regarding designer-AI collaboration,
including (i) four abilities that AI can assist designers (ii) two ways that designers can augment
AI, and (iii) five dimensions that characterize the partnership. The mapping of the themes on our
corpus can be accessed at our AI4Design explorer, https://idvxlab.com/ai4design/.

6.1 AI Assisting Designers
AI is helping designers expand their abilities in four ways. It can help discover the requirements
around the people and context designers are designing for, visualize hard-to-express ideas using
retrieved references, create a spectrum of designs based on their ideas, and test the designs by
predicting human judgements and preferences, as shown in Fig. 6 (A)-(D).

6.1.1 Discovering. AI can help designers understand the perspectives of the people they are
designing for and unpack the context they are working in. Such ambiguity usually emerges from
ill-defined user desire [33], as users often express their requirements and feelings vaguely [188]
(e.g., “The new site must be ‘engaging’ and ‘inviting’.”, “I prefer a more ‘vivid’ poster design.”). To
solidify vague requirements and unknown user needs, designers use various design methods [89]
such as expert interviews and guided tours. However, challenges are still found in making sense
of raw data when synthesizing insightful statements and highlighting key relationships, even for
experienced designers [42]. To address the issue, AI has been used to navigate designers from
ambiguity and discover what is potentially important to users in two ways, including interpreting
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Fig. 6. Concept art of AI assisting designers in (A) discovering, (B) visualizing, (C) creating, and (D) testing,
along with designers assisting AI in (E) training and (F) regulating. Papers related to each sub-theme are also
listed.

user comments and analyzing user behaviors. Such assistance can give shape and form to subsequent
ideation, pointing the way forward.

Interpreting user comments. By structuring and highlighting comments recorded from interviews
with users, AI can assist designers in discovering users’ mindsets, behavior, and lifestyle. Design
methods such as card sort [139] and thematic analysis [13] often require manually analyzing a
large amount of text such as interview transcripts and support messages. AI can automate the time-
consuming and error-prone analysis process of user tasks and requirements. For example, Meth et
al. [116] leveraged NLP techniques to “semi-automatically identify user tasks from unrestricted
natural language documents“ and organize them into two types of task models: the first model
highlights different text passages according to task category (i.e., actor, activity, and data) while
the second model combines the identified task elements into interaction flow to provide further
structuration of each interaction step. In doing this, AI can help designers quickly elicit tasks that
are required from users, providing a handover to their subsequent UI design.
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Analyzing user behaviors. Another way for AI to help designers discover is by extracting un-
derlying patterns from user behaviors observed when they live or work. Design methods such
as peers observing peers often use digital tools (e.g., camera, sensor) to record user behaviors.
Although comprehensive and detailed information can be collected, subtle patterns in raw footage
or telemetry data can hardly be captured with the naked eye. Also, human designers can only
analyze the data of a limited number of users, which is typically suggested to be less than 12
users [91]. AI is able to extend designers’ perceptions, allowing them to quickly and accurately
compare differences and similarities in a large amount of user behavior data. For example, Zhang
et al. [203] derived five behavioral personas from 3.5 million clicks gathered from 2,400 users of
an actual product. They used a two-stage statistical machine learning approach: first, raw clicks
were structured into clickstreams using hierarchical clustering to identify common workflows.
These workflows reflect the representative behaviors of users when they are using the product
to accomplish their goals; then, a mixed model assigns users with similar frequency of common
workflows to a specific persona, resulting in five behavioral personas in total. Compared with man-
ual analysis, this automatic method is efficient in counting “quantitative signatures” and revealing
abstract patterns. Such data-driven persona construction is also scalable, as additional telemetry
data can be included to help refine individual personas or track their evolution over time.

6.1.2 Visualizing. AI can augment designers’ abilities to visualize hard-to-express ideas by collect-
ing and curating various references in response to a given set of user requirements. References
mean any material, product, prototype, or digital artifact that contributes directly or indirectly to a
design [59]. They were frequently used by designers to find patterns that fit the current design
context; they can draw a metaphor or an analogy from each reference to draw inspiration for their
own designs [59]. In this way, ideas become more tangible and accessible. Design methods such as
brainstorming [155] and moodboard [87] are used to collect and organize a flurry of references
such as charts, drawings, and words. However, designers may face two challenges during the
process: first, they can only walk through a limited number of references, where more related ones
may be missed out; second, the references need to be carefully selected to stay away from design
fixation [72], which may hinder generating innovative solutions. To overcome these challenges, AI
can assist designers in searching for references from a wide range of online sources or creating
references by AI itself, providing both targeted and serendipitous inspirations [120] for designers.
Such empowerment mainly reflects in stimulating divergent thinking and promoting convergent
thinking.

Stimulating divergent thinking. AI can provide references to stimulate divergent thinking in
designers, encouraging them to develop heterogeneous ideas and unexpected solutions as much
as possible. Traditionally, design teams involve a diverse group of people and begin with a brain-
storming of “thinking outside the box” [15]. During the process, a common challenge encountered
by many designers is design fixation [72], that is, the mind’s tendency to adhere to features of
preexisting designs, which restricts them from generating a range of ideas with heterogeneity. This
is especially likely to happen when the references have no significant difference from existing ideas.
To avoid design fixation, AI can be used to push the boundaries of creativity, facilitating designers
to think of sparking ideas they might not have initially considered. For example, StyleQ [73] was
developed to increase divergent thinking in fashion design. As a designer uploads a design image,
StyleQ can detect its fashion attributes (e.g., stripe, lapel) and suggest three styles related to the
image. Each of the three styles is visualized with 15 representative looks. The designer can navigate
a style and explore its representative looks and information about the attributes of each look. In
this way, the original single idea represented by the uploaded image is extended to three different
but related concepts to support inspiration-seeking.
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Also, if designers get stuck due to design fixation, AI can bring in new perspectives and suggest
alternative ways of thinking by providing references created by itself. For example, Cobbie [104],
an RNN-based mobile robot, is able to participate in early-stage ideation to “ideate iteratively
with designers by generating creative and diverse sketches”. Specifically, when collaborating with
designers in sketching, Cobbie can capture the image drawn by designers with a camera. Then based
on the captured image, Cobbie can generate new sketches and draw them on paper. The results of
their user study suggested that designers are satisfied with Cobbie in motivating exploration and
provoking ideas.

Promoting convergent thinking. AI can also be used to retrieve references that promote convergent
thinking, by which designers can delimit research space and constrain ideas within their known
framework. Different from divergent thinking, convergent thinking aims at settling on a small set
of ideas, selecting the one that truly merits effort, and developing it into a detailed solution [48, 145].
However, selecting a promising idea from an array of alternatives is a nontrivial task, which requires
a wealth of context information to balance potential advantages and disadvantages. In this case, AI
can provide relevant information about the retrieved references, allowing designers to evaluate each
possible solution. Along with StyleQ, TrendQ [73] can help designers narrow down the boundary
of trend styles which are recommended by StyleQ. Specifically, TrendQ visualizes four types of
trends for all three styles over the season, including trending, declining, upcoming, and steady.
Based on this information, designers can compare different styles to select the most popular one
for further refinement.

After successfully selecting an idea, designers then evolve it into a fully-fledged state [40], where
the idea is more polished and complete. To achieve this goal, designers usually collect references
with similar contexts, where AI can also be helpful. For example, Bunian et al. [17] developed a
visual search framework called VINS to retrieve UI designs which can be used to solidify existing
ideas. Designers can input their ideas in the forms of abstract wireframes or high-fidelity examples.
VINS first detects the types and location of the UI components (e.g., text, page indicator) contained
in the input image. Then, VINS uses an attention-based neural network to learn the joint features
of the input’s structure and associated content. These features are used to guide retrieving UI
examples that are highly similar to the input in both visual features and design context.

6.1.3 Creating. AI can assist designers in externalizing their ideas and transforming them into
presentable forms. These forms include a broad spectrum of designs extending from mobile UIs
and posters to household goods, interiors for offices, and clothing. To create such designs, a
collection of design knowledge (e.g., the rule of thirds, Gestalt theory) and a set of skills specific to
design implementation (e.g., sketching, modeling) should be acquired by designers. These design
knowledge and skills are applied to design activities such as prototyping to validate their ideas
and learn through making. However, designers may sometimes not be able to realize their ideas
efficiently and accurately constrained by their physical capabilities. With the recent advances
in deep learning, AI can help generate drafts based on designers’ ideas within seconds, taking
over laborious and tedious tasks. Also, AI can suggest the parts in a design that need further
improvement and then automatically refine them.

Generating drafts. AI can help designers create by initiating a starting point. Such a starting point
is usually presented as a form of low-fidelity prototypes, where design methods such as sketches,
storyboards, and wireframes can be applied. When crafting such drafts, the goal for designers is
to conjecture different solutions to find the one that can best express the ideas in their mind [33].
However, creating concrete drafts for abstract ideas is challenging, and starting from a blank canvas
can often be overwhelming. AI can help designers generate drafts based on the verbal ideas [68, 206],
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visual elements [16, 56] they provided or the strokes [18, 97, 152] they started. For example,
Scones [68] supports authoring sketches from designers’ text instructions to help communicate
their intent, which requires “significant training” and “additional, specialized expertise”. Scones
was trained with CoDraw and Quick, Draw! datasets and consists of a scene composition proposer
and 34 object generators to generate and iteratively modify sketches. Vinci [56] can automatically
generate advertising posters with visual elements such as product images uploaded by designers. By
learning “the patterns in the design of human-created posters”, which are modeled as background,
embellishments, the product image, and text, a VAE-based deep learning model acts as a virtual bot
that can mimic the behaviors of human designers to select design elements that match the product
and organize them on a canvas. To improve traditional methods for 3D modeling in industrial
design, Li et al. [97] developed Sketch2CAD which is able to transform “approximate sketches
of human-made objects into regular CAD models”. The system is based on a two-stage neural
network, where the first stage predicts what CAD operations (e.g., extrude, bevel) may be adapted
to produce the models, and the second stage segments the sketch, fitting specific parameters to
instantiate the operation.

In addition, AI can deal with tedious and laborious details when creating, allowing designers to
express their ideas more smoothly and focus on higher-level tasks. Zhang et al. [204] proposed a
combinatorial approach of layout style learning, interpolation, and transfer to generate banners
which can accommodate different display sizes and design styles. Such an automated multi-size
and multi-style banner design take over layout tasks and thus release designers’ creativity. Note
that AI can be used to generate both references and drafts, the difference is that the drafts will be
taken over by designers for further development while the references are only for inspiration.

Refining for the best. AI can assist designers in refining their design drafts through a series of
iterations. Refinement is a quality that communicates a professional and delicate treatment as
designers attempt to minimize flaws regarding visuals such as if a layout is balanced, angles are
sound, or colors are harmonious [69]. Such a process can transform low-fidelity prototypes into
medium- or high-fidelity prototypes with realistic and detailed designs. In this regard, AI can
speed up the iteration by generating a refined design from the existing one based on well-known
design guidelines. For example, Duan et al. [45] proposed to optimize the layouts of mobile UIs
through a two-step approach. First, they extended the neural network model from Deep Menu to
predict users’ performance on manipulating mobile UIs. The performance includes task completion
time and manipulating error rate. Then, they used the gradients of the model to automate layout
modifications by adjusting the location and size of each element in the layout. With this method, AI
helps designers save multiple rounds of iterations and design “ an interface with better usability”.
In addition to automatic refinement, AI allows designers to set constraints on the optimiza-

tion, promoting the output design to be more consistent with their expectations. For example,
Wang et al. [175] developed a data-driven method to enhance the desired color theme in an image
based on user-specified colors. Specifically, designers can select a color theme and assign the colors
by scribbling on any local regions of interest with desired colors to set additional soft constraints. In
this way, the optimization of the image simultaneously considers “the desired theme, texture-color
relationships as well as color constraints”, suppressing potential problems (e.g., over-aggressive,
commonsense violation) and satisfying designers’ intents.

6.1.4 Testing. AI can enhance designers’ ability to test their work by predicting human judgements
and preferences to help understand the designs from the perspective of users. Results from initial
tests can provide valuable insights to guide subsequent design iterations. Traditionally, to test what
they have designed, designers apply design methods such as pilot [70] and co-creation session [75]
to present their work in front of a small group of users and collect their honest, especially negative
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feedback. Although effective, these methods are usually time-consuming, costly [40], and more
importantly, fail to provide instant feedback. To enable fast iterations, AI can be used to predict
user behavior patterns based on extensive datasets collected from large-scale user studies, and
test how specific designs align with these patterns. These AI-enabled tests fall into two categories,
including evaluating quality of experience and measuring quality of use.

Evaluating quality of experience. AI can be used to test the user experience of designs. The concept
of user experience reflects more subjective aspects of a design, such as fun and engagement, which
suggest users’ intrinsic motivation to use the design [113]. To assess user experience, different
quality criteria such as the user experience questionnaire (UEQ) [94] are used to collect quantitative
feedback from users. With the help of AI, qualities including aesthetics [132, 202], novelty [174],
and personality [205] regarding specific designs can be predicted. In doing this, AI serves as a
diagnostic tool that can remove redundant or unsatisfying details in designs. For example, Zhang et
al. [202] developed statistical linear regression models to predict the perceived aesthetics of logos
following “a group of metrics to evaluate some aspects in design principles”, including balance,
contrast, and harmony. Human ratings of these metrics of 60 logos are collected and were used
to train the models. Similar examples include [174] which used statistical learning methods to
calculate the novelty of visual design by comparing its visual features with designs that have been
created before, as well as [205] which proposed a CNN-based network to score the personality
of posters by investigating how different design elements (e.g., color, space) affect personality
(e.g., futuristic, romantic).

Besides, evaluating user experience sometimes requires comparing different user groups, as their
subjective feelings may vary due to their cultural backgrounds. Such a case is quite common for
multinational enterprises that are entering foreign markets. In this case, AI can also be helpful in
quickly understanding the unique preferences of different user groups with specific demographic
information. For example, Pan et al. [132] proposed a deep learning model to “predict how customers
across different market segments perceive aesthetics designs” of car designs. Trained with a
large-scale vehicle image dataset and customer profiles, the model can predict how a customer
perceives the aesthetic appeal of a vehicle design. Specifically, a customer is described by his or her
demographic information, i.e., a series of labels such as gender, income level, and family size.

Measuring quality of use. AI can also help designers test the use of designs. According to a widely
adopted definition [113, 121, 128], quality of use refers to the degree to which a design can be
used to achieve specific goals effectively, efficiently, and satisfactorily. Compared with quality
of experience, quality of use is more objective (e.g., efficiency, simplicity) and focuses more on
the interaction between a user and a design. Measuring quality of use usually involves recruiting
diverse users (e.g., crowdsourcing) and applying various tools (e.g., eye-tracking devices). To ease
the burden of conducting such tests, AI has been increasingly applied by designers to simulate
eye tracking studies [19, 49, 96] and tappability tests [146, 164] with a high level of accuracy. For
example, Fosco et al. [49] proposed a deep learning approach to predict the visual importance
across different design classes, such as posters, infographics, and mobile UIs. The visual importance
shows how human attention distributes on the graphic designs and provides “insight into the
effectiveness of the design” to communicate messages with users. Compared to traditional methods
which require separate eye-tracking studies for different design types, the model can automatically
classify the input design, generalize to the corresponding attention pattern, and predict visual
importance accurately in real time.

Interpreting quantitative results from automated tools often depends on individual design judge-
ments, AI can help increase the explainability of the results to support further decision-making and
design optimization for designers. For example, Schoop et al. [146] proposed a deep-learning-based
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approach to predict users’ perceived tappability of mobile UI elements. In addition to predicting
the perception of real users, the model also provides “explanations of its predictions that offer
insight for improving designs”. To explain the predictions, both local and global explanations
are used. Specifically, the local explanation generates a heatmap to show how strongly the other
elements in the input screenshot influence the selected element’s tappability prediction. The global
explanation fetches a curated set of examples the model considers the most similar to the input but
with opposing influences, providing actionable feedback to guide designers for further iterations.

6.2 Designers Assisting AI
Designers can serve two crucial roles when assisting AI. They can train AI with datasets to perform
design tasks and regulate AI’s behavior when interacting with designers, as shown in Fig. 6 (E) and
(F).

6.2.1 Training. Designers can help train AI to gain design knowledge and perform assigned design
tasks. In that effort, huge training datasets are created by designers to support AI understanding
human designs. For example, Rico [38] is a mobile UI dataset, which contains 72,219 mobile UIs by
mining Google Play Store. Given its large scale and high quality, Rico has been cited by more than
half (n = 16, 59.3%) of the follow-up UI-related research work in our corpus, and 157 times in ACM
Digital Library in total, is one of the most widely adopted mobile UI datasets. Specifically, designers
can assist AI in learning both the visual content and semantic context of designs. In terms of visual
content, designers can provide high-quality designs to help build up training datasets. For example,
Sermuga et al. [150] constructed their UISketch dataset by inviting 967 participants, including 151
UI/UX designers, to draw sketches of 21 UI element categories. To evaluate the dataset, researchers
split UISketch into sketches drawn by professionals and others. As a result, the model trained with
sketches drawn by professionals gave 92.76% accuracy, which is higher than the model trained with
sketches drawn by others and close to human performance which is 96%. The UISketch dataset
was also open-sourced to facilitate the future conversion of UI sketches from low fidelity to higher
fidelity.
Also, designers can add semantic information to datasets to deepen AI’s comprehensibility

of designs. When recognizing a design pattern, computational methods are often confused by
elements with high similarity in shape and anatomy [150], such as button with text field and menu
with card in UI design. These recognition tasks are easy for human designers and corresponding
design knowledge can be better leveraged to annotate training datasets. Bunian et al. [17] utilized
crowdsourcing to annotate their VINS dataset of mobile UIs. To ensure accurate annotations, the
participants were asked to follow a set of UI/UX design instructions, which outline the collection of
intended UI elements (e.g., icon, input field), along with their functionality and style guide. These
instructions help AI recognize icon patterns and understand designs at a semantic level. In addition
to UI/UX design, semantic information can also be applied to industrial design. Willis et al. [183]
presented the Fusion 360 Gallery dataset, which consists of 8,625 CAD modelings. For each 3D
model, designers provide a corresponding design sequence that documents how it was created
through sketching and extrusion operations. From the dataset, AI can learn the necessary operations
to construct 3D designs.

6.2.2 Regulating. Designers can help regulate AI’s role and behaviors to fit in with their own design
workflows. Current AI-infused systems may demonstrate unpredictable behaviors or follow a rigid
process [4], which requires designers to change their behaviors to cater to AI. Examples include
providing unexpected feedback that requires additional efforts to process [97, 149, 184] or deviating
from traditional design workflow that requires additional tasks [52]. To help AI better fit in design
workflows, designers’ behavior patterns can be empirically studied to guide AI on when and how
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to perform specific tasks in design collaboration. For example, Chung et al. [30] investigated the
types of support relationship which were inspired by the artist’s support network and reflected
on how AI-driven creativity-support tools (AI-CST) can mesh with it. Through an interview of
14 artists, they revealed seven support relationship types between artists and their partners who
work to support the artistry, such as subcontractor, muse, and mentor. These relationships suggest
what support is expected by artists and thus can inform the design of AI-CSTs. In one case, an
AI-CST that has subcontract relationship with artists may be more easily accepted, as it would not
disrupt high-level artistic ideas but realize the ideas with implementation support. Karimi et al. [80]
studied how an AI-supported creative sketching partner (AI-CSP) can inspire designers while
sketching in response to a specified design task. They mapped the participants’ behaviors into three
types of design creativity: combinatorial, exploratory, and transformational. These creativity types
are associated with specific stages and goals in a design process: combinatorial creativity helps
designers in the last stage to refine the sketch while exploratory and transformational creativity
is more helpful in the earlier stages when designers are exploring or transforming ideas. Such
findings can guide AI to take appropriate actions to assist designers at different design stages.

Also, designers can help AI improve its task performance in an unintentional way. When inter-
acting with AI, designers’ behavior data is automatically recorded and accumulated. With such data,
AI can analyze the behavior patterns presented by designers and proactively adjust its behaviors
based on what it has learned. According to the triple-loop model proposed by Seidel et al. [147],
autonomous tools can keep learning designers’ mental models, which refers to their goals, cog-
nitive rules, and reasoning of the use of tools. When observing explicit feedback or intentional
behaviors from designers, AI may change its own model as it relates to what designers want and
how designers perceive. Such a change may result in the modification of the user interface or the
design parameters being applied.

6.3 Characterizing Designer-AI Collaboration
Through design collaboration, designers and AI actively enhance each other’s complementary
strengths: the discovery, visualization, creation, and test skills of the former, and the comprehen-
sibility and adaptability of the latter. Although these strengths are extended in different ways,
designer-AI collaborations show common characteristics. Through the analysis of the 88 papers
in our corpus, we highlight five characteristics, including scope, access, agency, flexibility, and
visibility. When designing a specific designer-AI collaboration, finding an appropriate position in
the spectrum of each characteristic can increase its efficiency and effectiveness.

6.3.1 Scope. Scope defines the range of design workflow in which the collaboration between
designers and AI can cover. Ideally, designers and AI can be empowered by each other throughout
the whole design workflow while currently, the empowerment only occurs in partial design
workflow. Often, the broader the scope of the collaboration, the higher its generalizability. For
example, designers may retrieve references for inspiration using various forms of input such as
wireframes [26, 67] and high-fidelity prototypes [105, 120], at different phases in a design workflow.
On the contrary, a majority of AI-supported tools only allow designers to input their ideas in a
single form and thus designers have to switch between different tools for visualizing their ideas.
In this way, the collaboration between designers and AI is applicable to a narrow range of design
workflow.
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The degree of scope can be reflected in two aspects, namely, the coverage of phases of a specific
design workflow and the diversity of design workflow regarding different design fields. First, we
found that AI can help designers in multiple design phases. For example, ICONATE [206] can
support compound icon design by stimulating designers’ divergent thinking and generating drafts
for them. Given a text query (e.g., “eco tech”), ICONATE first provides a diversity of suggestions in
the form of verbal words (e.g., “computer”, “leaf”, “tree”) to inspire designers. Then, the combination
of the words (e.g., computer+leaf) is developed into a draft design through automatic generation,
which can be further modified by designers. By comparison, other studies focusing on icon design
only assist designers in a specific phase, such as generating icons from photos [78] and automatic
colorization of icons [161]. Second, the scope of the collaboration increases as AI supports more
types of design workflows used in diverse design fields. For example, the unified model of saliency
and importance developed by Fosco [49] is able to predict human attention on both natural images
and graphic designs. In contrast, other studies that predict visual importance can only be applied
to limited design workflows, such as information design [19] and UI/UX design [41].

6.3.2 Access. Access defines the level of design expertise required to be involved in the collabo-
ration. The collaboration that only includes experts has lower access than the one that involves
novices. For example, when designers use EmoG [152] to sketch a character for storyboarding, they
draw a few strokes and a character with different emotional expressions is generated. In the process,
no expertise related to the golden ratio of the human head or the salient features for depicting
emotions is required, and novice designers can get an outcome as good as experienced designers.
The level of required expertise also varies among different AI models. To inspire designers, Mal-
sattar et al. [110] uses Google Cloud Vision to detect the world from the perspective of AI who
received no design-specific training. While in other studies [5, 25], the AI models were trained with
a design-specific dataset to gain a professional understanding of design works before being applied
to detect objects.
The degree of access depends on two aspects: dependency on design knowledge and design

skills. In terms of design knowledge, certain collaboration requires more design knowledge in terms
of design guidelines and principles from designers while others ask for less. EasyFont [99] is a
novice-friendly system to automatically synthesize personal handwriting. A designer with limited
experience in typography design can write a small set of Chinese characters and EasyFont will
generate a handwriting font library in his or her personal style with arbitrarily large amounts
of Chinese characters. In contrast, Attribute2Font et al. [180] requires design knowledge related
to typography to generate font design. Specifically, designers are asked to specify their expected
attributes such as serif, cursive, and angularity to get the intended fonts. In addition to design
knowledge, design skills such as 3D modeling or building prototypes are sometimes set as a
prerequisite to interacting with AI. SimuLearn [191] is able to combine element analysis and
machine learning to create truthful morphing material simulators in real time. To take this approach,
designers should know how to use computer-aided design tools and how to conduct 3D printing.

6.3.3 Agency. Agency refers to who dominates the interplay between designers and AI when
performing design tasks. A designer-driven approach relies heavily on designers to control design
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tasks while an AI-driven approach depends on AI to automate design tasks with a high degree of
freedom. Specifically, after inputting ideas in the forms of images [84, 98, 181] or sketches [26, 67],
designers can allocate the task of reference retrieval to AI in its entirety. On the other hand, to
ensure the retrieved references are consistent with given design requirements, designers can set
inclusion criteria by adjusting the conceptual and visual similarity between the references and the
input [80], which is more designer-driven.

The degree of agency is related to two factors, including how much two actors contribute to the
design work and how the behaviors of the two actors are intervened in by each other. First, the actor
that contributes the main part of the design work can be more dominant. For example, Vinci [56]
applies a more AI-driven approach as it requires only product images from designers and generates
advertising posters based on the input using AI. In contrast, FlatMagic [190], which supports
colorizing digital comics, uses a more designer-driven approach as it leverages AI to enclose regions
for colorization while more critical work, such as color coordination, is conducted by designers.
Second, the dominant actor usually has a significant impact on how and when the other one takes
action. For example, when interacting with the generative model developed by Ueno and Satoh [170],
although designers do not arrange visual elements on canvas directly, they can greatly influence
how AI generates the layout of the graphics by parametrically varying the interpolation coefficient.
We also found AI-supported design tools with AI that has more impact on human designers. For
example, the model developed by Sung et al. [163] can “suggest complementary components and
their placement for an incomplete 3D part assembly”. The suggestion is entirely autonomous by AI
while designers are only required to perform further modeling with the components selected by AI.

6.3.4 Flexibility. Flexibility describes how one actor responds to the changes conducted by the
other one in the designer-AI collaboration. Such responsiveness can take the form of single-turn
interaction, where AI generates a new output each time based on designers’ input. We also found
that multi-turn interaction is used in the collaboration, allowing AI to progressively modify the
output generated in the previous turn to a new output when receiving designers’ additional input.
In general, high flexibility means that AI can interact with designers in multiple rounds to respond
to their feedback in real time. For example, Vinci [56] is relatively highly flexible, as it is featured
with an online-editing feedback mechanism that can capture the intention of each user modification
on the existing output (e.g., the change of an embellishment’s size or position) in real time and
automatically tweak all generated posters based on the user’s design preferences.
The degree of flexibility can be described from two aspects: if designers can examine real-time

AI responses to their changes and if designers can retrieve intermediate states of a design. When
receiving real-time responses from AI, designers can more easily iterate on their designs. For
example, as designers draw a character in EmoG [152], the system suggests face sketches based on
each input stroke, which contains sequential and positional information in real time. In comparison,
if designers attempt to modify the handwriting font generated by EasyFont [99], they need to
rewrite the whole set of Chinese characters (more than 200) that they inputted before. Besides,
the collaboration is with a high level of flexibility if the intermediate states of the output can be
retrieved to explore more possibilities for design. When creating icons in ICONATE [206], designers
can bookmark in-progress icon designs for later reference. During the process, designers can select
an already-saved bookmark as well as the AI-generated design variations of it, and improve a
specific variation with AI. In doing so, they can easily turn back to the previous design status and
begin a new turn of modification.
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6.3.5 Visibility. Visibility refers to how easily the collaboration between AI and designers can be
perceived in the design process. Such designer-AI collaboration can be either explicit or implicit. A
typical way to present an explicit designer-AI collaboration is by visualizing AI as anthropomorphic
entities. For example, Cheng et al. [28] developed an agent for designers to edit the shape, color,
size, and texture of a visual design through conversations. Designers can easily recognize that
they are using AI functions by observing the presence of the agent and communicating with it
via natural language. Similar examples include design assistance for layout validation [35] and a
physical robot for sketch inspiration [104]. By comparison, we also observed AI features that are
implicitly integrated into design support tools. FlatMagic [190] is an AI-driven flat colorization
support tool for digital comics. The UI of FlatMagic is implemented as an Adobe Photoshop plugin
for color editing and the existence of AI is not explicitly reflected.

The degree of visibility depends on how AI features can be triggered and if the impact caused by
AI is clearly annotated. Explicit designer-AI collaboration usually triggers AI features using clear
commands. For example, when asking the design agent [184] to edit images, designers send their
requirements through multi-turn textual commands. While in some cases, AI features are provoked
by designers unconsciously. For example, SketchingInterfaces [184] allows designers to sketch low-
fidelity UIs on a whiteboard and automatically translate the sketches into high-fidelity UI mockups.
In this process, AI is activated automatically when detecting UI components on the sketch with a
camera and no additional command is required from designers. Also, designer-AI collaboration is
explicit as AI notifies which part in the final design was modified by it. Given a draft layout, the
computational approach to UI design proposed by Dayama et al. [35] can visualize and annotate
the UI components in the layout that are against design guidelines. Designers can then apply
suggestions annotated by AI to the existing design to improve the layout and fix violations. In doing
this, designers are aware of any subtle changes performed by AI. In comparison, FlatMagic [190]
automatically optimizes flat colorization by detecting the potential region that designers may
want to colorize. Such assistance is presented in an implicit manner, as the difference between the
AI-enclosed region and the original region chosen by designers is often difficult to be perceived,
and no annotation is provided to explain it.

7 IMPLICATIONS FOR FUTURE RESEARCH AND PRACTICE
Our review of AI for design research unifies designers and AI in design collaboration by leveraging
the abilities of one actor to extend the abilities of the other. Also, identifying which of the char-
acteristics regarding designer-AI collaboration is central to the desired results, how designer-AI
collaboration can be utilized to address it, and what alignments and trade-offs with related character-
istics, will be necessary. We now discuss the implications of these findings in terms of augmenting
designer-AI collaboration by increasing the increase the explainability, ethicality, adaptability of
AI, and understanding who the user is for specific AI tools in design contexts.

7.1 Augmenting Communication about Design Input and Output
To better support design collaboration, designers and AI should effectively communicate to plan and
coordinate [100]. Through the analysis of our corpus, we have observed barriers to communication
between the two actors: designers are provided with limited input modality to convey their ideas
to AI while AI generates output without providing explanations that help designers understand its
behaviors.
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Multimodal interaction refers to a situation “where the user is provided with multiple modes for
interacting with the system” [171] and frequently used modalities include visual, linguistic, gestural,
and touch. Through multimodal interaction, users can have a flexible and powerful dialogue with
the system [22]. According to our corpus, applying multimodal interaction to AI for design is still in
its early stage, with only 15 papers in our corpus using input modalities other than visual, including
linguistic (n = 7), touch (n = 6), and gestural (n = 2). Thus, we believe that multimodal interaction
for design input is worth exploring to augment communication between designers and AI. Among
diverse modalities, text-to-image has a great potential to empower designers, considering the
success of AI techniques such as DALL·E [129] and Midjourney [117] applied to the field of art,
which has a common ground with design [11]. Similar to that of art, design requirements can
also be described as linguistic input, such as “make the title stand out more” and “increase the
spacing” that were used to generate UI designs [85]. In addition to text-to-image, modalities such
as hearing [159], smell [14], and taste [50] can also be used to support designer-AI collaboration,
as each of them has unique advantages to convey certain features that are related to design work.
For example, music can be used to express moods and emotions [159] that designers would like to
embody in their work.

As one of the widely recognized principles for developing trusted AI, explainability also applies
when AI is generating design output [211]. However, only one paper [142] in our corpus has
investigated this issue, which designed an explainable new product forecasting tool to help designers
perform pre-season interventions on product design. As Lu et al. [106] suggested, designers may
have limited trust in the output from AI, as they do not have control over the generation nor know
how to interpret the output. Thus, future work should consider improving the explainability of AI
for design. In doing this, the AI’s suggestions can be fully understood and appropriately adopted by
designers. For example, when retrieving UI examples for inspiration-seeking, AI usually extracts
the visual features from the input and examples to compare the similarity between them. The
visual features are visualized in the form of segmented layouts [17, 98]. Such segmented layouts
can also be used to explain the reason why the retrieved example is similar to the input from the
AI’s perspective and help designers decide whether to use the examples.

7.2 Addressing Ethical Issues Regarding Bias and Plagiarism
The emergence of AI for design comes with questions of delegation of morality to a machine: what
kinds of morality do we want from AI discovering user needs, visualizing ideas, creating designs,
or conducting tests? In our corpus, only one paper [110] discussed that while providing creativity,
AI ethically confronts designers with limitations and biases originating from either humans or
machines. Thus, we propose that future work exploring AI for design can consider two ethical
issues, including potential bias and suspected plagiarism.
When learning from designers’ experiences, AI may be misled by the biases contained in the

training data and then reflect on what it has learned in its output. Typical biases include sexism [151],
racism [65] and geographical discrimination [134]. Such biases may have originated from harmful
stereotypes [141] that designers unintentionally bring in when they draw datasets that will be used
to train AI. To build moral datasets for AI training, designers should carefully review the designs they
collect or create, according to existing AI ethics guidelines such as accountability and privacy [57].
Moreover, to reduce the risk of including unconscious biases rooted in cultural awareness, datasets
should be established by designers with a wider range of cultural backgrounds. For example, when
training AI to generate icons representing different occupations, designers should avoid using
bad-designed icons which may suggest gender inequality such as social inequality and glass ceiling
in their datasets.
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Another ethical issue to consider is attribution and compensation for creative work in the AI
era. For example, if the source design is uniquely associated with an individual graphic designer’s
style, one possible concern is the abuse of neural style transfer to plagiarize or impersonate other
designers. Thus, AI can strengthen designers’ testing ability by measuring the similarity between
the source and the output, warning designers of potential risks of plagiarism in their designs. To
achieve this goal, crowdsourcing studies can be conducted to ask designers to rate pairs of designs
regarding the degree of similarity and infringement. With the rating statistics, AI can learn how to
identify plagiarism while not interfering with reference retrieval when assisting designers.

7.3 Accommodating Different Designer Groups
Previous studies have suggested that different designer groups, such as novices and experts, work
significantly different in how they think and what they perceive [10, 61, 114]. In our corpus, more
than 60% of papers (n = 60, 64.5%) do not specify target designer groups in terms of the level
of expertise in the full text. We propose that future AI for design research can focus more on
accommodating different designer groups and developing AI-enabled tools according to their needs.

For novice designers, due to a lack of prior experience and professional skills, they usually receive
more benefits from designer-AI collaboration than expert designers [97, 104, 163]. For example,
novices are more intended to ask task clarification questions (e.g., “I would need to like to discuss
[with users] a bit, do they want to actually do something” [10]) to understand the nature of the
desired solution as well as the relative priorities of the expressed requests. Such questions can be
addressed by AI who is able to analyze the design tasks and then retrieve similar cases as a reference,
supporting designers to form a deeper understanding of their design problems. Moreover, although
it enables “one-click” creation and adds the “wow” factor, using AI to generate design work can
be less conducive for novices to grow into experienced designers, as design is an action-oriented
profession and design knowledge is better obtained by knowing-in-action [37]. Future research on
AI for design can explore how to engage in a design task as a knowledgeable partner; it provides
different assistance based on specific scenarios or user intentions, whether active, reactive, or
passive. For example, it suggests a new stroke when a user gets stuck or gives feedback when he or
she finishes drawing an object.
Also, the difference between novice and expert designers in perceiving design problems in the

early stage gains less attention. When compared to novices, experts define and structure design
problems with “superior extent, depth and level of detail” [10]. Specifically, experts usually make
more interconnections between the problem information and previous knowledge, identify sub-
goals for the problem, and perceive richer information sources. Accordingly, we believe a promising
direction to explore is to integrate designers’ experience and knowledge that are applied in the
early design stage, such as information from previous projects [2, 34] to understand contextual
constraints [47] and develop design solutions [7], into the tools. Also, expert designers sometimes
are intended to receive suggestions from a variety of professionals related to design solutions such
as “engineers”, “experts in electronic safety” [10]. This information can help deepen designers’
understanding of the problem and develop workable solutions. Thus, future work can train AI with
interdisciplinary knowledge rather than design knowledge alone.

7.4 Increasing AI-Supported Design Tool Adoption
Research advances regarding AI for design in academia can help develop creative industries, bridge
science and art, and leverage technology for innovative social processes [157]. Despite its rapid
progress in academia, many of the prototype AI-supported design tools included in our corpus
have not succeeded in making practical influences on industry practices. Prior work suggested that
recent AI-supported design tools are mainly designed to “work in overly simplified scenarios” [106]
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and “are rarely utilized by UX practitioners in the industry” [106]. According to the analysis of
our corpus, we also suggest that the reasons behind such a “research-practice gap” [106] may in
part be a result that the dominant contribution type of the papers in our corpus is algorithms (n =
63, 67.7%). These papers are more intended to introduce novel techniques or significantly extend
existing ones. Accordingly, real-world design requirements from users would not be a priority
for the researchers, but the novelty and frontier of the techniques. Thus, we suggest that HCI
researchers can pay more attention to investigating how these research results can be applied in
real-life practices instead of lab settings.

In terms of the papers that contribute applications, it is necessary for researchers to balance AI
functionality and users’ satisfaction. By considering the Kano model [77] which assigns products
three types of attributes (threshold, performance, and excitement attributes), AI-enabled functions
may be more suitable to act as excitement attributes in a design support tool. In other words, users
probably don’t know they want these AI-enabled functions but are delighted when they find them.
For example, when looking at the entire design workflow, there are still many design tasks that can
not be solved by traditional computational methods (e.g., understanding user needs, and developing
novel solutions). Most of these tasks exist in early design stages [69] and often require design
thinking [106]. In this case, AI, who is highly efficient in processing non-structured data, can be
immensely helpful. When combining such excitement attributes with threshold and performance
attributes, AI-supported design tools can be highly competitive and widely adopted.
Also, to increase creative practitioners’ willingness to use these tools for the tasks they were

designed to support, we believe drawing on existing theoretical frameworks of technology adop-
tion [140] can also be a feasible method. Specifically, the technology adoption theories can be taken
into consideration to shape the applications or be used as a measurement for evaluation in future
studies. According to the recent study results [131] in the HCI community, creative practitioners
care about multiple factors: “the tool’s features and functionality, integration with existing work-
flow, performance, interface and user experience, support, financial cost, and even the emotional
connection with the tool”. Based on the analysis of our corpus, we observed that researchers are
more intended to value the novel functionalities [104, 190] and superior performance [56, 152] of
the tools than other factors. In addition to the aforementioned internal factors, external factors
such as perceived pressure from peers [172] are also valued by practitioners. Thus, evaluations
carried out for a long-period or in-the-wild for future AI tools should also take these factors into
consideration.

8 CONCLUSION
This paper contributed a systematic review of 93 papers on design collaboration between designers
and AI, published in core HCI venues from 2007 to 2022, and thus fills an important gap regarding
the state of AI for design research in HCI. Our findings establish a roadmap for how researchers
and practitioners can employ AI to effectively perform design tasks. The result of the review point
to a number of research opportunities for AI for design research, notably the needs to support
designers and AI communicating in a more explainable and transparent way, to investigate ethical
implications of AI such as bias and plagiarism, to accommodate different user groups such as expert
designers and novice designers, and to develop heuristics for AI to increase tool adoption. We hope
that our literature review can help position AI for design research through the lens of collaborative
intelligence and support designer-AI collaboration to boost creativity.

9 ACKNOWLEDGMENTS
Nan Cao is the corresponding author. This work was supported by NSFC 62061136003, 62072338,
and 62002267 and the Fundamental Research Funds for the Central Universities.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 368. Publication date: October 2023.



Understanding Design Collaboration Between Designers and Artificial Intelligence:
A Systematic Literature Review 368:23

REFERENCES
[1] Ashraf Abdul, Jo Vermeulen, Danding Wang, Brian Y Lim, and Mohan Kankanhalli. 2018. Trends and trajectories for

explainable, accountable and intelligible systems: An hci research agenda. In Proceedings of the 2018 CHI Conf. on
human factors in computing systems. 1–18.

[2] Saeema Ahmed, Ken M Wallace, and Lucienne T Blessing. 2003. Understanding the differences between how novice
and experienced designers approach design tasks. Research in engineering design 14, 1 (2003), 1–11.

[3] Lea Albaugh, Scott E Hudson, Lining Yao, and Laura Devendorf. 2020. Investigating Underdetermination Through
Interactive Computational Handweaving.. In Conf. on Designing Interactive Systems. 1033–1046.

[4] Saleema Amershi, Dan Weld, Mihaela Vorvoreanu, Adam Fourney, Besmira Nushi, Penny Collisson, Jina Suh, Shamsi
Iqbal, Paul N Bennett, Kori Inkpen, et al. 2019. Guidelines for human-AI interaction. In Proceedings of the 2019 chi
Conf. on human factors in computing systems. 1–13.

[5] Gary Ang and Ee Peng Lim. 2022. Learning User Interface Semantics from Heterogeneous Networks with Multimodal
and Positional Attributes. In 27th Int’l Conf. on Intelligent User Interfaces. 433–446.

[6] Gilles Bailly, Antti Oulasvirta, Timo Kötzing, and Sabrina Hoppe. 2013. Menuoptimizer: Interactive optimization of
menu systems. In Proceedings of the 26th annual ACM Symp. on User Interface Software and Technology. 331–342.

[7] Linden J Ball, Thomas C Ormerod, and Nicola J Morley. 2004. Spontaneous analogising in engineering design: a
comparative analysis of experts and novices. Design studies 25, 5 (2004), 495–508.

[8] Sean Bell and Kavita Bala. 2015. Learning visual similarity for product design with convolutional neural networks.
ACM transactions on graphics (TOG) 34, 4 (2015), 1–10.

[9] Jesse Josua Benjamin, Arne Berger, Nick Merrill, and James Pierce. 2021. Machine Learning Uncertainty as a Design
Material: A Post-Phenomenological Inquiry. In Proceedings of the 2021 CHI Conf. on Human Factors in Computing
Systems. 1–14.

[10] Tua A Björklund. 2013. Initial mental representations of design problems: Differences between experts and novices.
Design Studies 34, 2 (2013), 135–160.

[11] Marion Botella and Todd Lubart. 2016. Creative processes: Art, design and science. In Multidisciplinary contributions
to the science of creative thinking. Springer, 53–65.

[12] Virginia Braun and Victoria Clarke. 2006. Using thematic analysis in psychology. Qualitative research in psychology 3,
2 (2006), 77–101.

[13] Virginia Braun and Victoria Clarke. 2012. Thematic analysis. American Psychological Association.
[14] Giada Brianza, Ana Tajadura-Jiménez, Emanuela Maggioni, Dario Pittera, Nadia Bianchi-Berthouze, and Marianna

Obrist. 2019. As light as your scent: effects of smell and sound on body image perception. In IFIP Conf. on Human-
Computer Interaction. Springer, 179–202.

[15] Vincent R Brown and Paul B Paulus. 2002. Making group brainstorming more effective: Recommendations from an
associative memory perspective. Current Directions in Psychological Science 11, 6 (2002), 208–212.

[16] Lukas Brückner, Luis A Leiva, and Antti Oulasvirta. 2022. Learning GUI Completions with User-defined Constraints.
ACM Transactions on Interactive Intelligent Systems (TiiS) 12, 1 (2022), 1–40.

[17] Sara Bunian, Kai Li, Chaima Jemmali, Casper Harteveld, Yun Fu, and Magy Seif Seif El-Nasr. 2021. Vins: Visual search
for mobile user interface design. In Proceedings of the 2021 CHI Conf. on Human Factors in Computing Systems. 1–14.

[18] Daniel Buschek, Charlotte Anlauff, and Florian Lachner. 2021. Paper2Wire–ACase Study of User-CentredDevelopment
of Machine Learning Tools for UX Designers. i-com 20, 1 (2021), 19–32.

[19] Zoya Bylinskii, Nam Wook Kim, Peter O’Donovan, Sami Alsheikh, Spandan Madan, Hanspeter Pfister, Fredo Durand,
Bryan Russell, and Aaron Hertzmann. 2017. Learning visual importance for graphic designs and data visualizations.
In Proceedings of the 30th Annual ACM Symp. on User Interface Software and Technology. 57–69.

[20] Neill DF Campbell and Jan Kautz. 2014. Learning a manifold of fonts. ACM Transactions on Graphics (ToG) 33, 4
(2014), 1–11.

[21] Baptiste Caramiaux and Sarah Fdili Alaoui. 2022. “Explorers of Unknown Planets” Practices and Politics of Artificial
Intelligence in Visual Arts. Proceedings of the ACM on Human-Computer Interaction 6, CSCW2 (2022), 1–24.

[22] Maria Chiara Caschera, Fernando Ferri, and Patrizia Grifoni. 2007. Multimodal interaction systems: information and
time features. Int’l Journal of Web and Grid Services 3, 1 (2007), 82–99.

[23] Alex J Champandard. 2016. Semantic style transfer and turning two-bit doodles into fine artworks. arXiv preprint
arXiv:1603.01768 (2016).

[24] Arwin Chan and Farhana H Zulkernine. 2016. ArchiGen: a conceptual form design tool using an evolutionary
computing approach. In Proceedings of the 26th Annual Int’l Conf. on Computer Science and Software Engineering.
50–55.

[25] Chunyang Chen, Sidong Feng, Zhengyang Liu, Zhenchang Xing, and Shengdong Zhao. 2020. From lost to found:
Discover missing ui design semantics through recovering missing tags. Proceedings of the ACM on Human-Computer
Interaction 4, CSCW2 (2020), 1–22.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 368. Publication date: October 2023.



368:24 Yang Shi et al.

[26] Jieshan Chen, Chunyang Chen, Zhenchang Xing, Xin Xia, Liming Zhu, John Grundy, and Jinshui Wang. 2020.
Wireframe-based UI design search through image autoencoder. ACM Transactions on Software Engineering and
Methodology (TOSEM) 29, 3 (2020), 1–31.

[27] Yang Chen, Yu-Kun Lai, and Yong-Jin Liu. 2018. Cartoongan: Generative adversarial networks for photo cartoonization.
In Proceedings of the IEEE Conf. on computer vision and pattern recognition. 9465–9474.

[28] Yu Cheng, Zhe Gan, Yitong Li, Jingjing Liu, and Jianfeng Gao. 2020. Sequential attention GAN for interactive image
editing. In Proceedings of the 28th ACM Int’l Conf. on Multimedia. 4383–4391.

[29] Anirban Chowdhury. 2019. Design and development of a stencil for mobile user interface (UI) design. In Research
into Design for a Connected World. Springer, 629–639.

[30] John Joon Young Chung, Shiqing He, and Eytan Adar. 2022. Artist Support Networks: Implications for Future
Creativity Support Tools. (2022).

[31] Nazli Cila. 2022. Designing Human-Agent Collaborations: Commitment, responsiveness, and support. In CHI Conf.
on Human Factors in Computing Systems. 1–18.

[32] Gabriele Cimolino and TC Nicholas Graham. 2022. Two Heads Are Better Than One: A Dimension Space for Unifying
Human and Artificial Intelligence in Shared Control. In CHI Conf. on Human Factors in Computing Systems. 1–21.

[33] Nigel Cross. 1990. The nature and nurture of design ability. Design studies 11, 3 (1990), 127–140.
[34] Nigel Cross. 2003. The expertise of exceptional designers. Expertise in design 6 (2003), 23–35.
[35] Niraj Ramesh Dayama, Simo Santala, Lukas Brückner, Kashyap Todi, Jingzhou Du, and Antti Oulasvirta. 2021.

Interactive layout transfer. In 26th Int’l Conf. on Intelligent User Interfaces. 70–80.
[36] Montreal Design Declaration. 2019. issued at the 2017 Montreal World Design Summit.
[37] Michael Deininger, Shanna R Daly, Kathleen H Sienko, and Jennifer C Lee. 2017. Novice designers’ use of prototypes

in engineering design. Design studies 51 (2017), 25–65.
[38] Biplab Deka, Zifeng Huang, Chad Franzen, Joshua Hibschman, Daniel Afergan, Yang Li, Jeffrey Nichols, and Ranjitha

Kumar. 2017. Rico: A mobile app dataset for building data-driven design applications. In Proceedings of the 30th
Annual ACM Symp. on User Interface Software and Technology. 845–854.

[39] Biplab Deka, Zifeng Huang, and Ranjitha Kumar. 2016. ERICA: Interaction mining mobile apps. In Proceedings of the
29th annual Symp. on User Interface Software and Technology. 767–776.

[40] IDEO Design Kit. 2016. The field guide to human centered design.
[41] Bardia Doosti, David J Crandall, and Norman Makoto Su. 2017. A deep study into the history of web design. In

Proceedings of the 2017 ACM on Web Science Conf. 329–338.
[42] Kees Dorst and Nigel Cross. 2001. Creativity in the design process: co-evolution of problem–solution. Design studies

22, 5 (2001), 425–437.
[43] Graham Dove and Anne-Laure Fayard. 2020. Monsters, metaphors, and machine learning. In Proceedings of the 2020

CHI Conf. on Human Factors in Computing Systems. 1–17.
[44] Graham Dove, Kim Halskov, Jodi Forlizzi, and John Zimmerman. 2017. UX design innovation: Challenges for working

with machine learning as a design material. In Proceedings of the 2017 chi Conf. on human factors in computing systems.
278–288.

[45] Peitong Duan, Casimir Wierzynski, and Lama Nachman. 2020. Optimizing user interface layouts via gradient descent.
In Proceedings of the 2020 CHI Conf. on Human Factors in Computing Systems. 1–12.

[46] Upol Ehsan, Q Vera Liao, Michael Muller, Mark O Riedl, and Justin D Weisz. 2021. Expanding explainability: towards
social transparency in AI systems. In Proceedings of the 2021 CHI Conf. on Human Factors in Computing Systems. 1–19.

[47] Anneli Eteläpelto. 2000. Contextual and strategic knowledge in the acquisition of design expertise. Learning and
Instruction 10, 2 (2000), 113–136.

[48] HJ Eysenck. 2003. Creativity, personality and the convergent-divergent continuum. (2003).
[49] Camilo Fosco, Vincent Casser, Amish Kumar Bedi, Peter O’Donovan, Aaron Hertzmann, and Zoya Bylinskii. 2020.

Predicting visual importance across graphic design types. In Proceedings of the 33rd Annual ACM Symp. on User
Interface Software and Technology. 249–260.

[50] V Galindo-Cuspinera, S Breslin, et al. 2007. Taste after-images: the science of" water-tastes". Cellular and Molecular
Life Sciences 64, 16 (2007), 2049.

[51] Leon A Gatys, Alexander S Ecker, and Matthias Bethge. 2016. Image style transfer using convolutional neural
networks. In Proceedings of the IEEE Conf. on computer vision and pattern recognition. 2414–2423.

[52] Nadia Ghaibi, Olfa Dâassi, and Leila Jemni Ben Ayed. 2017. A tool support for the adaptation of user interfaces based
on a business rules management system. In Proceedings of the 29th Australian Conf. on Computer-Human Interaction.
162–169.

[53] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and
Yoshua Bengio. 2014. Generative adversarial nets. Advances in neural information processing systems 27 (2014).

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 368. Publication date: October 2023.



Understanding Design Collaboration Between Designers and Artificial Intelligence:
A Systematic Literature Review 368:25

[54] Éric Guérin, Julie Digne, Eric Galin, Adrien Peytavie, Christian Wolf, Bedrich Benes, and Benoît Martinez. 2017.
Interactive example-based terrain authoring with conditional generative adversarial networks. Acm Transactions on
Graphics (TOG) 36, 6 (2017), 1–13.

[55] Jie Gui, Zhenan Sun, Yonggang Wen, Dacheng Tao, and Jieping Ye. 2021. A review on generative adversarial networks:
Algorithms, theory, and applications. IEEE Transactions on Knowledge and Data Engineering (2021).

[56] Shunan Guo, Zhuochen Jin, Fuling Sun, Jingwen Li, Zhaorui Li, Yang Shi, and Nan Cao. 2021. Vinci: an intelligent
graphic design system for generating advertising posters. In Proceedings of the 2021 CHI Conf. on Human Factors in
Computing Systems. 1–17.

[57] Thilo Hagendorff. 2020. The ethics of AI ethics: An evaluation of guidelines. Minds and Machines 30, 1 (2020), 99–120.
[58] Jeffrey Heer. 2019. Agency plus automation: Designing artificial intelligence into interactive systems. Proceedings of

the National Academy of Sciences 116, 6 (2019), 1844–1850.
[59] Scarlett R Herring, Chia-Chen Chang, Jesse Krantzler, and Brian P Bailey. 2009. Getting inspired! Understanding

how and why examples are used in creative design practice. In Proceedings of the SIGCHI Conf. on human factors in
computing systems. 87–96.

[60] Clarice Hilton, Nicola Plant, Carlos González Díaz, Phoenix Perry, Ruth Gibson, Bruno Martelli, Michael Zbyszynski,
Rebecca Fiebrink, and Marco Gillies. 2021. InteractML: Making machine learning accessible for creative practitioners
working with movement interaction in immersive media. In Proceedings of the 27th ACM Symp. on Virtual Reality
Software and Technology. 1–10.

[61] Chun-Heng Ho. 2001. Some phenomena of problem decomposition strategy for design thinking: differences between
novices and experts. Design Studies 22, 1 (2001), 27–45.

[62] Megan Hofmann and Jennifer Mankoff. 2020. KnitGIST: A programming synthesis toolkit for generating functional
machine-knitting textures. ACM (2020).

[63] Fred Hohman, Andrew Head, Rich Caruana, Robert DeLine, and Steven M Drucker. 2019. Gamut: A design probe to
understand how data scientists understand machine learning models. In Proceedings of the 2019 CHI Conf. on human
factors in computing systems. 1–13.

[64] Lars Erik Holmquist. 2017. Intelligence on tap: artificial intelligence as a new design material. interactions 24, 4 (2017),
28–33.

[65] Joo-Wha Hong and Dmitri Williams. 2019. Racism, responsibility and autonomy in HCI: Testing perceptions of an AI
agent. Computers in Human Behavior 100 (2019), 79–84.

[66] Eric Horvitz. 1999. Principles of mixed-initiative user interfaces. In Proceedings of the SIGCHI Conf. on Human Factors
in Computing Systems. 159–166.

[67] Forrest Huang, John F Canny, and Jeffrey Nichols. 2019. Swire: Sketch-based user interface retrieval. In Proceedings of
the 2019 CHI Conf. on Human Factors in Computing Systems. 1–10.

[68] Forrest Huang, Eldon Schoop, David Ha, and John Canny. 2020. Scones: towards conversational authoring of sketches.
In Proceedings of the 25th Int’l Conf. on Intelligent User Interfaces. 313–323.

[69] Angel Hsing-Chi Hwang. 2022. Too Late to be Creative? AI-Empowered Tools in Creative Processes. In CHI Conf. on
Human Factors in Computing Systems Extended Abstracts. 1–9.

[70] Junyong In. 2017. Introduction of a pilot study. Korean journal of anesthesiology 70, 6 (2017), 601–605.
[71] Ali Jahanian, Shaiyan Keshvari, SVN Vishwanathan, and Jan P Allebach. 2017. Colors–Messengers of Concepts:

Visual Design Mining for Learning Color Semantics. ACM Transactions on Computer-Human Interaction (TOCHI) 24,
1 (2017), 1–39.

[72] David G Jansson and Steven M Smith. 1991. Design fixation. Design studies 12, 1 (1991), 3–11.
[73] Youngseung Jeon, Seungwan Jin, Patrick C Shih, and Kyungsik Han. 2021. FashionQ: an ai-driven creativity support

tool for facilitating ideation in fashion design. In Proceedings of the 2021 CHI Conf. on Human Factors in Computing
Systems. 1–18.

[74] Yanghua Jin, Jiakai Zhang, Minjun Li, Yingtao Tian, Huachun Zhu, and Zhihao Fang. 2018. MakeGirlsMoe. https:
//make.girls.moe.

[75] Peter Jones. 2018. Contexts of co-creation: Designing with system stakeholders. In Systemic Design. Springer, 3–52.
[76] Michael I Jordan and Tom M Mitchell. 2015. Machine learning: Trends, perspectives, and prospects. Science 349, 6245

(2015), 255–260.
[77] Noriaki Kano. 1984. Attractive quality and must-be quality. The Journal of Japanese Society for Quality Control 14, 2

(1984), 39–48.
[78] Takuro Karamatsu, Gibran Benitez-Garcia, Keiji Yanai, and Seiichi Uchida. 2020. Iconify: Converting photographs

into icons. In Proceedings of the 2020 Joint Workshop on Multimedia Artworks Analysis and Attractiveness Computing in
Multimedia. 7–12.

[79] Pegah Karimi, Nicholas Davis, Mary Lou Maher, Kazjon Grace, and Lina Lee. 2019. Relating cognitive models of
design creativity to the similarity of sketches generated by an ai partner. In Proceedings of the 2019 on Creativity and

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 368. Publication date: October 2023.

https://make.girls.moe
https://make.girls.moe


368:26 Yang Shi et al.

Cognition. 259–270.
[80] Pegah Karimi, Jeba Rezwana, Safat Siddiqui, Mary Lou Maher, and Nasrin Dehbozorgi. 2020. Creative sketching

partner: an analysis of human-AI co-creativity. In Proceedings of the 25th Int’l Conf. on Intelligent User Interfaces.
221–230.

[81] Natsumi Kato, Hiroyuki Osone, Kotaro Oomori, Chun Wei Ooi, and Yoichi Ochiai. 2019. Gans-based clothes design:
Pattern maker is all you need to design clothing. In Proceedings of the 10th Augmented Human Int’l Conf. 2019. 1–7.

[82] Anna Kawakami, Venkatesh Sivaraman, Hao-Fei Cheng, Logan Stapleton, Yanghuidi Cheng, Diana Qing, Adam Perer,
Zhiwei Steven Wu, Haiyi Zhu, and Kenneth Holstein. 2022. Improving Human-AI Partnerships in Child Welfare:
Understanding Worker Practices, Challenges, and Desires for Algorithmic Decision Support. In CHI Conf. on Human
Factors in Computing Systems. 1–18.

[83] Kotaro Kikuchi, Edgar Simo-Serra, Mayu Otani, and Kota Yamaguchi. 2021. Constrained graphic layout generation
via latent optimization. In Proceedings of the 29th ACM Int’l Conf. on Multimedia. 88–96.

[84] EunJin Kim and Hyeon-Jeong Suk. 2016. Key Color generation for affective multimedia production: an initial method
and its application. In Proceedings of the 24th ACM Int’l Conf. on Multimedia. 1316–1325.

[85] Tae Soo Kim, DaEun Choi, Yoonseo Choi, and Juho Kim. 2022. Stylette: Styling the Web with Natural Language. In
CHI Conf. on Human Factors in Computing Systems. 1–17.

[86] Diederik P Kingma and Max Welling. 2013. Auto-encoding variational bayes. arXiv preprint arXiv:1312.6114 (2013).
[87] Janin Koch, Andrés Lucero, Lena Hegemann, and Antti Oulasvirta. 2019. May AI? Design ideation with cooperative

contextual bandits. In Proceedings of the 2019 CHI Conf. on Human Factors in Computing Systems. 1–12.
[88] Janin Koch, Nicolas Taffin, Michel Beaudouin-Lafon, Markku Laine, Andrés Lucero, and Wendy E Mackay. 2020.

Imagesense: An intelligent collaborative ideation tool to support diverse human-computer partnerships. Proceedings
of the ACM on human-computer interaction 4, CSCW1 (2020), 1–27.

[89] Merlijn Kouprie and Froukje Sleeswijk Visser. 2009. A framework for empathy in design: stepping into and out of the
user’s life. Journal of Engineering Design 20, 5 (2009), 437–448.

[90] Yuki Koyama, Issei Sato, and Masataka Goto. 2020. Sequential gallery for interactive visual design optimization. ACM
Transactions on Graphics (TOG) 39, 4 (2020), 88–1.

[91] Richard A Krueger. 2014. Focus groups: A practical guide for applied research. Sage publications.
[92] Ranjitha Kumar, Arvind Satyanarayan, Cesar Torres, Maxine Lim, Salman Ahmad, Scott R Klemmer, and Jerry O

Talton. 2013. Webzeitgeist: design mining the web. In Proceedings of the SIGCHI Conf. on Human Factors in Computing
Systems. 3083–3092.

[93] Prisma Labs. 2016. Prisma: Turn Memories into Art Using Artificial Intelligence.
[94] Bettina Laugwitz, Theo Held, and Martin Schrepp. 2008. Construction and evaluation of a user experience question-

naire. In Symp. of the Austrian HCI and usability engineering group. Springer, 63–76.
[95] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. 1998. Gradient-based learning applied to document

recognition. Proc. IEEE 86, 11 (1998), 2278–2324.
[96] Luis A Leiva, Yunfei Xue, Avya Bansal, Hamed R Tavakoli, Tuðçe Köroðlu, Jingzhou Du, Niraj R Dayama, and Antti

Oulasvirta. 2020. Understanding visual saliency in mobile user interfaces. In 22nd Int’l Conf. on human-computer
interaction with mobile devices and services. 1–12.

[97] Changjian Li, Hao Pan, Adrien Bousseau, and Niloy J Mitra. 2020. Sketch2cad: Sequential cad modeling by sketching
in context. ACM Transactions on Graphics (TOG) 39, 6 (2020), 1–14.

[98] Toby Jia-Jun Li, Lindsay Popowski, Tom Mitchell, and Brad A Myers. 2021. Screen2vec: Semantic embedding of gui
screens and gui components. In Proceedings of the 2021 CHI Conf. on Human Factors in Computing Systems. 1–15.

[99] Zhouhui Lian, Bo Zhao, Xudong Chen, and Jianguo Xiao. 2018. EasyFont: a style learning-based system to easily
build your large-scale handwriting fonts. ACM Transactions on Graphics (TOG) 38, 1 (2018), 1–18.

[100] Claire Liang, Julia Proft, Erik Andersen, and Ross A Knepper. 2019. Implicit communication of actionable information
in human-ai teams. In Proceedings of the 2019 CHI Conf. on Human Factors in Computing Systems. 1–13.

[101] Q Vera Liao, Moninder Singh, Yunfeng Zhang, and Rachel Bellamy. 2021. Introduction to explainable AI. In Extended
Abstracts of the 2021 CHI Conf. on Human Factors in Computing Systems. 1–3.

[102] David Chuan-En Lin and Nikolas Martelaro. 2021. Learning Personal Style from Few Examples. InDesigning Interactive
Systems Conf. 2021. 1566–1578.

[103] Sharon Lin, Daniel Ritchie, Matthew Fisher, and Pat Hanrahan. 2013. Probabilistic color-by-numbers: Suggesting
pattern colorizations using factor graphs. ACM Transactions on Graphics (TOG) 32, 4 (2013), 1–12.

[104] Yuyu Lin, Jiahao Guo, Yang Chen, Cheng Yao, and Fangtian Ying. 2020. It is your turn: Collaborative ideation with a
co-creative robot through sketch. In Proceedings of the 2020 CHI Conf. on Human Factors in Computing Systems. 1–14.

[105] Thomas F Liu, Mark Craft, Jason Situ, Ersin Yumer, Radomir Mech, and Ranjitha Kumar. 2018. Learning design
semantics for mobile apps. In Proceedings of the 31st Annual ACM Symp. on User Interface Software and Technology.
569–579.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 368. Publication date: October 2023.



Understanding Design Collaboration Between Designers and Artificial Intelligence:
A Systematic Literature Review 368:27

[106] Yuwen Lu, Chengzhi Zhang, Iris Zhang, and Toby Jia-Jun Li. 2022. Bridging the Gap Between UX Practitioners’
Work Practices and AI-Enabled Design Support Tools. In CHI Conf. on Human Factors in Computing Systems Extended
Abstracts. 1–7.

[107] Todd Lubart. 2005. How can computers be partners in the creative process: classification and commentary on the
special issue. Int’l Journal of Human-Computer Studies 63, 4-5 (2005), 365–369.

[108] Kelly Mack, Emma McDonnell, Dhruv Jain, Lucy Lu Wang, Jon E. Froehlich, and Leah Findlater. 2021. What do we
mean by “accessibility research”? A literature survey of accessibility papers in CHI and ASSETS from 1994 to 2019. In
Proceedings of the 2021 CHI Conf. on Human Factors in Computing Systems. 1–18.

[109] Paridhi Maheshwari, Nitish Bansal, Surya Dwivedi, Rohan Kumar, Pranav Manerikar, and Balaji Vasan Srinivasan.
2019. Exemplar based experience transfer. In Proceedings of the 24th Int’l Conf. on Intelligent User Interfaces. 673–680.

[110] Nirav Malsattar, Tomo Kihara, and Elisa Giaccardi. 2019. Designing and Prototyping from the Perspective of AI in
the Wild. In Proceedings of the 2019 on Designing Interactive Systems Conf. 1083–1088.

[111] Tiago Martins, João Correia, Ernesto Costa, and Penousal Machado. 2016. Evotype: from shapes to glyphs. In
Proceedings of the Genetic and Evolutionary Computation Conf. 2016. 261–268.

[112] Justin Matejka, Michael Glueck, Erin Bradner, Ali Hashemi, Tovi Grossman, and George Fitzmaurice. 2018. Dream
lens: Exploration and visualization of large-scale generative design datasets. In Proceedings of the 2018 CHI Conf. on
human factors in computing systems. 1–12.

[113] Niamh McNamara and Jurek Kirakowski. 2005. Defining usability: quality of use or quality of experience?. In IPCC
2005. Proceedings. Int’l Professional Communication Conf., 2005. IEEE, 200–204.

[114] Alexandre Menezes and Bryan Lawson. 2006. How designers perceive sketches. Design studies 27, 5 (2006), 571–585.
[115] Paul Merrell, Eric Schkufza, Zeyang Li, Maneesh Agrawala, and Vladlen Koltun. 2011. Interactive furniture layout

using interior design guidelines. ACM transactions on graphics (TOG) 30, 4 (2011), 1–10.
[116] Hendrik Meth, Alexander Maedche, and Maximilian Einoeder. 2012. Exploring design principles of task elicitation

systems for unrestricted natural language documents. In Proceedings of the 4th ACM SIGCHI Symp. on Engineering
interactive computing systems. 205–210.

[117] Midjourney. 2022. Midjourney. https://www.midjourney.com/home/.
[118] George B Mo, John J Dudley, and Per Ola Kristensson. 2021. Gesture Knitter: A Hand Gesture Design Tool for

Head-Mounted Mixed Reality Applications. In Proceedings of the 2021 CHI Conf. on Human Factors in Computing
Systems. 1–13.

[119] Alexander Mordvintsev. 2015. Deep forger: Paint photos in the style of famous artists. https://deepdreamgenerator.
com/.

[120] Mohammad Amin Mozaffari, Xinyuan Zhang, Jinghui Cheng, and Jin LC Guo. 2022. GANSpiration: Balancing
Targeted and Serendipitous Inspiration in User Interface Design with Style-Based Generative Adversarial Network.
In CHI Conf. on Human Factors in Computing Systems. 1–15.

[121] Anja B Naumann, Ina Wechsung, and Robert Schleicher. 2009. Measurements and concepts of usability and user
experience: Differences between industry and academia. In Int’l Conf. on Human Centered Design. Springer, 618–626.

[122] Thanh-Diane Nguyen, Jean Vanderdonckt, and Ahmed Seffah. 2016. Generative patterns for designing multiple user
interfaces. In Proceedings of the Int’l Conf. on Mobile Software Engineering and Systems. 151–159.

[123] Michael Nitsche and Anna Weisling. 2019. When is it not craft? Materiality and mediation when craft and computing
meet. In Proceedings of the Thirteenth Int’l Conf. on Tangible, Embedded, and Embodied Interaction. 683–689.

[124] Donald A Norman. 1994. How might people interact with agents. Commun. ACM 37, 7 (1994), 68–71.
[125] Peter O’Donovan, Aseem Agarwala, and Aaron Hertzmann. 2014. Collaborative filtering of color aesthetics. In

Proceedings of the Workshop on Computational Aesthetics. 33–40.
[126] Peter O’Donovan, Aseem Agarwala, and Aaron Hertzmann. 2015. Designscape: Design with interactive layout

suggestions. In Proceedings of the 33rd annual ACM Conf. on human factors in computing systems. 1221–1224.
[127] The Int’l Council of Design. 2022. the design disciplines. https://www.theicod.org/en.
[128] ISO/TC 159/SC 4 Ergonomics of Human-System Interaction (Subcommittee). 1998. Ergonomic Requirements for Office

Work with Visual Display Terminals (VDTs).: Guidance on Usability. Int’l Organization for Standardization.
[129] OpenAI. 2021. DALL·E: Creating Images from Text - OpenAI. https://openai.com/blog/dall-e/.
[130] Matthew J Page, Joanne E McKenzie, Patrick M Bossuyt, Isabelle Boutron, Tammy C Hoffmann, Cynthia D Mulrow,

Larissa Shamseer, Jennifer M Tetzlaff, Elie A Akl, Sue E Brennan, et al. 2021. The PRISMA 2020 statement: an updated
guideline for reporting systematic reviews. Int’l Journal of Surgery 88 (2021), 105906.

[131] Srishti Palani, David Ledo, George Fitzmaurice, and Fraser Anderson. 2022. ” I don’t want to feel like I’m working in
a 1960s factory”: The Practitioner Perspective on Creativity Support Tool Adoption. In CHI Conf. on Human Factors in
Computing Systems. 1–18.

[132] Yanxin Pan, Alexander Burnap, Jeffrey Hartley, Richard Gonzalez, and Panos Y Papalambros. 2017. Deep design:
Product aesthetics for heterogeneous markets. In Proceedings of the 23rd ACM SIGKDD Int’l Conf. on Knowledge

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 368. Publication date: October 2023.

 https://www.midjourney.com/home/
https://deepdreamgenerator.com/
https://deepdreamgenerator.com/
https://www.theicod.org/en
 https://openai.com/blog/dall-e/


368:28 Yang Shi et al.

Discovery and Data Mining. 1961–1970.
[133] Huy Quoc Phan, Jingwan Lu, Paul Asente, Antoni B Chan, and Hongbo Fu. 2016. Patternista: learning element

style compatibility and spatial composition for ring-based layout decoration. In Proceedings of the Joint Symp. on
Computational Aesthetics and Sketch Based Interfaces and Modeling and Non-Photorealistic Animation and Rendering.
79–88.

[134] Anya ER Prince and Daniel Schwarcz. 2019. Proxy discrimination in the age of artificial intelligence and big data.
Iowa L. Rev. 105 (2019), 1257.

[135] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry, Amanda
Askell, Pamela Mishkin, Jack Clark, et al. 2021. Learning transferable visual models from natural language supervision.
In Int’l Conf. on Machine Learning. PMLR, 8748–8763.

[136] Sérgio M Rebelo, Tiago Martins, João Bicker, and Penousal Machado. 2021. Exploring Automatic Fitness Evaluation
for Evolutionary Typesetting. In Creativity and Cognition. 1–9.

[137] Mr D Murahari Reddy, Mr Sk Masthan Basha, Mr M Chinnaiahgari Hari, and Mr N Penchalaiah. 2021. Dall-e: Creating
images from text. UGC Care Group I Journal 8, 14 (2021), 71–75.

[138] Max Reimann, Mandy Klingbeil, Sebastian Pasewaldt, Amir Semmo, Matthias Trapp, and Jürgen Döllner. 2018.
MaeSTrO: A mobile app for style transfer orchestration using neural networks. In 2018 Int’l Conf. on Cyberworlds
(CW). IEEE, 9–16.

[139] Carol Righi, Janice James, Michael Beasley, Donald L Day, Jean E Fox, Jennifer Gieber, Chris Howe, and Laconya
Ruby. 2013. Card sort analysis best practices. Journal of Usability Studies 8, 3 (2013), 69–89.

[140] Hannah Ritchie and Max Roser. 2017. Technology adoption. Our World in Data (2017).
[141] Mark Roxburgh and Elena Caratti. 2018. The design of stereotype and the image. Int’l Journal of Art & Design

Education 37, 3 (2018), 454–468.
[142] Shravan Sajja, Nupur Aggarwal, Sumanta Mukherjee, Kushagra Manglik, Satyam Dwivedi, and Vikas Raykar. 2021.

Explainable AI based interventions for pre-season decision making in fashion retail. In 8th ACM IKDD CODS and
26th COMAD. 281–289.

[143] Paulo Salem. 2017. User interface optimization using genetic programming with an application to landing pages.
Proceedings of the ACM on Human-Computer Interaction 1, EICS (2017), 1–17.

[144] Manolis Savva, Nicholas Kong, Arti Chhajta, Li Fei-Fei, Maneesh Agrawala, and Jeffrey Heer. 2011. Revision:
Automated classification, analysis and redesign of chart images. In Proceedings of the 24th annual ACM Symp. on User
Interface Software and Technology. 393–402.

[145] R Keith Sawyer. 2011. Explaining creativity: The science of human innovation. Oxford university press.
[146] Eldon Schoop, Xin Zhou, Gang Li, Zhourong Chen, Björn Hartmann, and Yang Li. 2022. Predicting and Explaining

Mobile UI Tappability with Vision Modeling and Saliency Analysis. In CHI Conf. on Human Factors in Computing
Systems. 1–21.

[147] Stefan Seidel, Nicholas Berente, Aron Lindberg, Kalle Lyytinen, and Jeffrey V Nickerson. 2018. Autonomous tools
and design: a triple-loop approach to human-machine learning. Commun. ACM 62, 1 (2018), 50–57.

[148] Bernhard Sendhoff and Heiko Wersing. 2020. Cooperative Intelligence-A Humane Perspective. In 2020 IEEE Int’l Conf.
on Human-Machine Systems (ICHMS). IEEE, 1–6.

[149] Vinoth Pandian Sermuga Pandian, Sarah Suleri, Christian Beecks, and Matthias Jarke. 2020. MetaMorph: AI Assistance
to Transform Lo-Fi Sketches to Higher Fidelities. In 32nd Australian Conf. on Human-Computer Interaction. 403–412.

[150] Vinoth Pandian Sermuga Pandian, Sarah Suleri, and Prof Dr Matthias Jarke. 2021. UISketch: a large-scale dataset of
UI element sketches. In Proceedings of the 2021 CHI Conf. on Human Factors in Computing Systems. 1–14.

[151] Ashley Shew. 2020. Ableism, technoableism, and future AI. IEEE Technology and Society Magazine 39, 1 (2020), 40–85.
[152] Yang Shi, Nan Cao, Xiaojuan Ma, Siji Chen, and Pei Liu. 2020. EmoG: Supporting the sketching of emotional

expressions for storyboarding. In Proceedings of the 2020 CHI Conf. on Human Factors in Computing Systems. 1–12.
[153] Yang Shi, Siji Chen, Pei Liu, Jiang Long, and Nan Cao. 2022. Colorcook: Augmenting color design for dashboarding

with domain-associated palettes. Proceedings of the ACM on Human-Computer Interaction 6, CSCW2 (2022), 1–25.
[154] Yang Shi, Pei Liu, Siji Chen, Mengdi Sun, and Nan Cao. 2022. Supporting expressive and faithful pictorial visualization

design with visual style transfer. IEEE Transactions on Visualization and Computer Graphics 29, 1 (2022), 236–246.
[155] Yang Shi, Yang Wang, Ye Qi, John Chen, Xiaoyao Xu, and Kwan-Liu Ma. 2017. IdeaWall: Improving creative

collaboration through combinatorial visual stimuli. In Proceedings of the 2017 ACM Conf. on Computer Supported
Cooperative Work and Social Computing. 594–603.

[156] Morteza Shiripour, Niraj Ramesh Dayama, and Antti Oulasvirta. 2021. Grid-based Genetic Operators for Graphical
Layout Generation. Proceedings of the ACM on Human-Computer Interaction 5, EICS (2021), 1–30.

[157] Ben Shneiderman, Gerhard Fischer, Mary Czerwinski, Mitch Resnick, Brad Myers, Linda Candy, Ernest Edmonds,
Mike Eisenberg, Elisa Giaccardi, Tom Hewett, et al. 2006. Creativity support tools: Report from a US National Science
Foundation sponsored workshop. Int’l Journal of Human-Computer Interaction 20, 2 (2006), 61–77.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 368. Publication date: October 2023.



Understanding Design Collaboration Between Designers and Artificial Intelligence:
A Systematic Literature Review 368:29

[158] Aliaksandr Siarohin, Gloria Zen, CvetaMajtanovic, Xavier Alameda-Pineda, Elisa Ricci, and Nicu Sebe. 2019. Increasing
image memorability with neural style transfer. ACM Transactions on Multimedia Computing, Communications, and
Applications (TOMM) 15, 2 (2019), 1–22.

[159] Saiful Islam Sohel, Chinmoy Mondol, Hassan Shahriar Ayon, Urmi Tasmim Islam, and Md Kishor Morol. 2021. Music
Suggestions from Determining the Atmosphere of Images. In 2021 24th Int’l Conf. on Computer and Information
Technology (ICCIT). IEEE, 1–7.

[160] Vasant Srinivasan and Leila Takayama. 2016. Help me please: Robot politeness strategies for soliciting help from
humans. In Proceedings of the 2016 CHI Conf. on human factors in computing systems. 4945–4955.

[161] Tsai-Ho Sun, Chien-Hsun Lai, Sai-Keung Wong, and Yu-Shuen Wang. 2019. Adversarial colorization of icons based
on contour and color conditions. In Proceedings of the 27th ACM Int’l Conf. on Multimedia. 683–691.

[162] Wei Sun, Ying Li, Anshul Sheopuri, and Thales Teixeira. 2018. Computational creative advertisements. In Companion
Proceedings of the The Web Conf. 2018. 1155–1162.

[163] Minhyuk Sung, Hao Su, Vladimir G Kim, Siddhartha Chaudhuri, and Leonidas Guibas. 2017. ComplementMe:
Weakly-supervised component suggestions for 3D modeling. ACM Transactions on Graphics (TOG) 36, 6 (2017), 1–12.

[164] Amanda Swearngin and Yang Li. 2019. Modeling Mobile Interface Tappability Using Crowdsourcing and Deep
Learning. In Proceedings of the 2019 CHI Conf. on Human Factors in Computing Systems (Glasgow, Scotland Uk) (CHI
’19). ACM, NY, NY, USA, 1–11.

[165] Jerry Talton, Lingfeng Yang, Ranjitha Kumar, Maxine Lim, Noah Goodman, and Radomír Měch. 2012. Learning design
patterns with bayesian grammar induction. In Proceedings of the 25th annual ACM Symp. on User Interface Software
and Technology. 63–74.

[166] Yong-chuan Tang, Jiang-jie Huang, Meng-ting Yao, Jia Wei, Wei Li, Yong-xing He, and Ze-jian Li. 2019. A review of
design intelligence: progress, problems, and challenges. Frontiers of Information Technology & Electronic Engineering
20, 12 (2019), 1595–1617.

[167] Stefan Thumfart, Richard HAH Jacobs, Edwin Lughofer, Christian Eitzinger, FransWCornelissen,Werner Groissboeck,
and Roland Richter. 2008. Modeling human aesthetic perception of visual textures. ACM Transactions on Applied
Perception (TAP) 8, 4 (2008), 1–29.

[168] Kashyap Todi, Luis A Leiva, Daniel Buschek, Pin Tian, and Antti Oulasvirta. 2021. Conversations with GUIs. In
Designing Interactive Systems Conf. 2021. 1447–1457.

[169] Kashyap Todi, Daryl Weir, and Antti Oulasvirta. 2016. Sketchplore: Sketch and explore with a layout optimiser. In
Proceedings of the 2016 ACM Conf. on Designing Interactive Systems. 543–555.

[170] Michihiko Ueno and Shin’ichi Satoh. 2021. Continuous and Gradual Style Changes of Graphic Designs with Generative
Model. In 26th Int’l Conf. on Intelligent User Interfaces. 280–289.

[171] Arizona State University. 2015. MULTIMODAL INTERACTION. http://humancarinteraction.com/multimodal-
interaction.html.

[172] Viswanath Venkatesh, James YL Thong, and Xin Xu. 2016. Unified theory of acceptance and use of technology: A
synthesis and the road ahead. Journal of the association for Information Systems 17, 5 (2016), 328–376.

[173] John Jethro Virtusio, Jose Jaena Mari Ople, Daniel Stanley Tan, Muhammad Tanveer, Neeraj Kumar, and Kai-Lung Hua.
2021. Neural style palette: A multimodal and interactive style transfer from a single style image. IEEE Transactions on
Multimedia 23 (2021), 2245–2258.

[174] Johannes Wachs, Bálint Daróczy, Anikó Hannák, Katinka Páll, and Christoph Riedl. 2018. And now for something
completely different: Visual novelty in an online network of designers. In Proceedings of the 10th ACM Conf. on Web
Science. 163–172.

[175] Baoyuan Wang, Yizhou Yu, Tien-Tsin Wong, Chun Chen, and Ying-Qing Xu. 2010. Data-driven image color theme
enhancement. ACM Transactions on Graphics (TOG) 29, 6 (2010), 1–10.

[176] Dakuo Wang, Liuping Wang, Zhan Zhang, Ding Wang, Haiyi Zhu, Yvonne Gao, Xiangmin Fan, and Feng Tian. 2021.
“Brilliant AI Doctor” in Rural Clinics: Challenges in AI-Powered Clinical Decision Support System Deployment. In
Proceedings of the 2021 CHI Conf. on Human Factors in Computing Systems. 1–18.

[177] Dakuo Wang, Justin D Weisz, Michael Muller, Parikshit Ram, Werner Geyer, Casey Dugan, Yla Tausczik, Horst
Samulowitz, and Alexander Gray. 2019. Human-AI collaboration in data science: Exploring data scientists’ perceptions
of automated AI. Proceedings of the ACM on Human-Computer Interaction 3, CSCW (2019), 1–24.

[178] Guolong Wang, Zheng Qin, Junchi Yan, and Liu Jiang. 2020. Learning to select elements for graphic design. In
Proceedings of the 2020 Int’l Conf. on Multimedia Retrieval. 91–99.

[179] Ge Wang, Jun Zhao, Max Van Kleek, and Nigel Shadbolt. 2022. Informing Age-Appropriate AI: Examining Principles
and Practices of AI for Children. In CHI Conf. on Human Factors in Computing Systems. 1–29.

[180] Yizhi Wang, Yue Gao, and Zhouhui Lian. 2020. Attribute2font: Creating fonts you want from attributes. ACM
Transactions on Graphics (TOG) 39, 4 (2020), 69–1.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 368. Publication date: October 2023.

http://humancarinteraction.com/multimodal-interaction.html
http://humancarinteraction.com/multimodal-interaction.html


368:30 Yang Shi et al.

[181] Zhangyang Wang, Jianchao Yang, Hailin Jin, Eli Shechtman, Aseem Agarwala, Jonathan Brandt, and Thomas S Huang.
2015. Deepfont: Identify your font from an image. In Proceedings of the 23rd ACM Int’l Conf. on Multimedia. 451–459.

[182] Karl Willis, Yewen Pu, Jieliang Luo, Hang Chu, Tao Du, Joseph Lambourne, Armando Solar-Lezama, and Wojciech
Matusik. 2020. Fusion 360 gallery: A dataset and environment for programmatic cad reconstruction. (2020).

[183] Karl DD Willis, Yewen Pu, Jieliang Luo, Hang Chu, Tao Du, Joseph G Lambourne, Armando Solar-Lezama, and
Wojciech Matusik. 2021. Fusion 360 gallery: A dataset and environment for programmatic cad construction from
human design sequences. ACM Transactions on Graphics (TOG) 40, 4 (2021), 1–24.

[184] Christoph Wimmer, Alex Untertrifaller, and Thomas Grechenig. 2020. SketchingInterfaces: A Tool for Automatically
Generating High-Fidelity User Interface Mockups from Hand-Drawn Sketches. In 32nd Australian Conf. on Human-
Computer Interaction. 538–545.

[185] Maximiliane Windl, Sebastian S Feger, Lara Zijlstra, Albrecht Schmidt, and Pawel WWozniak. 2022. ‘It Is Not Always
Discovery Time’: Four Pragmatic Approaches in Designing AI Systems. In CHI Conf. on Human Factors in Computing
Systems. 1–12.

[186] TongshuangWu,Michael Terry, and Carrie Jun Cai. 2022. Ai chains: Transparent and controllable human-ai interaction
by chaining large language model prompts. In CHI Conf. on Human Factors in Computing Systems. 1–22.

[187] Wenming Wu, Xiao-Ming Fu, Rui Tang, Yuhan Wang, Yu-Hao Qi, and Ligang Liu. 2019. Data-driven interior plan
generation for residential buildings. ACM Transactions on Graphics (TOG) 38, 6 (2019), 1–12.

[188] Anbang Xu, Shih-Wen Huang, and Brian Bailey. 2014. Voyant: generating structured feedback on visual designs
using a crowd of non-experts. In Proceedings of the 17th ACM Conf. on Computer supported cooperative work & social
computing. 1433–1444.

[189] Qinying Xu, Daryl J D’Souza, and Victor Ciesielski. 2007. Evolving images for entertainment.. In IE. 26.
[190] Chuan Yan, John Joon Young Chung, Yoon Kiheon, Yotam Gingold, Eytan Adar, and Sungsoo Ray Hong. 2022.

FlatMagic: Improving Flat Colorization through AI-driven Design for Digital Comic Professionals. In CHI Conf. on
Human Factors in Computing Systems. 1–17.

[191] Humphrey Yang, Kuanren Qian, Haolin Liu, Yuxuan Yu, Jianzhe Gu, Matthew McGehee, Yongjie Jessica Zhang, and
Lining Yao. 2020. Simulearn: Fast and accurate simulator to support morphing materials design and workflows. In
Proceedings of the 33rd Annual ACM Symp. on User Interface Software and Technology. 71–84.

[192] Qian Yang, Nikola Banovic, and John Zimmerman. 2018. Mapping machine learning advances from hci research
to reveal starting places for design innovation. In Proceedings of the 2018 CHI Conf. on human factors in computing
systems. 1–11.

[193] Qian Yang, Alex Scuito, John Zimmerman, Jodi Forlizzi, and Aaron Steinfeld. 2018. Investigating how experienced
UX designers effectively work with machine learning. In Proceedings of the 2018 designing interactive systems Conf.
585–596.

[194] Qian Yang, Aaron Steinfeld, Carolyn Rosé, and John Zimmerman. 2020. Re-examining whether, why, and how
human-AI interaction is uniquely difficult to design. In Proceedings of the 2020 chi Conf. on human factors in computing
systems. 1–13.

[195] Qian Yang, Aaron Steinfeld, and John Zimmerman. 2019. Unremarkable ai: Fitting intelligent decision support into
critical, clinical decision-making processes. In Proceedings of the 2019 CHI Conf. on Human Factors in Computing
Systems. 1–11.

[196] Qian Yang, John Zimmerman, Aaron Steinfeld, and Anthony Tomasic. 2016. Planning adaptive mobile experiences
when wireframing. In Proceedings of the 2016 ACM Conf. on Designing Interactive Systems. 565–576.

[197] Shuai Yang. 2019. Artistic Text Stylization for Visual-Textual Presentation Synthesis. In Proceedings of the ACM
Multimedia Asia. 1–5.

[198] Karen Yeung. 2020. Recommendation of the council on artificial intelligence (OECD). Int’l Legal Materials 59, 1 (2020),
27–34.

[199] Nur Yildirim, Alex Kass, Teresa Tung, Connor Upton, Donnacha Costello, Robert Giusti, Sinem Lacin, Sara Lovic,
James M O’Neill, Rudi O’Reilly Meehan, et al. 2022. How Experienced Designers of Enterprise Applications Engage
AI as a Design Material. In CHI Conf. on Human Factors in Computing Systems. 1–13.

[200] Lap Fai Yu, Sai Kit Yeung, Chi Keung Tang, Demetri Terzopoulos, Tony F Chan, and Stanley J Osher. 2011. Make It
Home: Automatic Optimization of Furniture Arrangement. ACM Transactions on Graphics (TOG)-Proceedings of ACM
SIGGRAPH 2011, v. 30,(4), July 2011, article no. 86 30, 4 (2011).

[201] Mehmet Ersin Yumer, Paul Asente, Radomir Mech, and Levent Burak Kara. 2015. Procedural modeling using
autoencoder networks. In Proceedings of the 28th Annual ACM Symp. on User Interface Software & Technology. 109–
118.

[202] Jiajing Zhang, Jinhui Yu, Kang Zhang, Xianjun Sam Zheng, and Junsong Zhang. 2017. Computational aesthetic
evaluation of logos. ACM Transactions on Applied Perception (TAP) 14, 3 (2017), 1–21.

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 368. Publication date: October 2023.



Understanding Design Collaboration Between Designers and Artificial Intelligence:
A Systematic Literature Review 368:31

[203] Xiang Zhang, Hans-Frederick Brown, and Anil Shankar. 2016. Data-driven personas: Constructing archetypal users
with clickstreams and user telemetry. In Proceedings of the 2016 CHI Conf. on human factors in computing systems.
5350–5359.

[204] Yunke Zhang, Kangkang Hu, Peiran Ren, Changyuan Yang, Weiwei Xu, and Xian-Sheng Hua. 2017. Layout style
modeling for automating banner design. In Proceedings of the on Thematic Workshops of ACM Multimedia 2017.
451–459.

[205] Nanxuan Zhao, Ying Cao, and Rynson WH Lau. 2018. What characterizes personalities of graphic designs? ACM
Transactions on Graphics (TOG) 37, 4 (2018), 1–15.

[206] Nanxuan Zhao, Nam Wook Kim, Laura Mariah Herman, Hanspeter Pfister, Rynson WH Lau, Jose Echevarria, and
Zoya Bylinskii. 2020. Iconate: Automatic compound icon generation and ideation. In Proceedings of the 2020 CHI Conf.
on Human Factors in Computing Systems. 1–13.

[207] Tianming Zhao, Chunyang Chen, Yuanning Liu, and Xiaodong Zhu. 2021. GUIGAN: Learning to Generate GUI
Designs Using Generative Adversarial Networks. In 2021 IEEE/ACM 43rd Int’l Conf. on Software Engineering (ICSE).
IEEE, 748–760.

[208] Qingxiao Zheng, Yiliu Tang, Yiren Liu, Weizi Liu, and Yun Huang. 2022. UX Research on Conversational Human-AI
Interaction: A Literature Review of the ACM Digital Library. In CHI Conf. on Human Factors in Computing Systems.
1–24.

[209] Xinru Zheng, Xiaotian Qiao, Ying Cao, and Rynson WH Lau. 2019. Content-aware generative modeling of graphic
design layouts. ACM Transactions on Graphics (TOG) 38, 4 (2019), 1–15.

[210] Jingbo Zhou, Zhenwei Tang, Min Zhao, Xiang Ge, Fuzhen Zhuang, Meng Zhou, Liming Zou, Chenglei Yang, and Hui
Xiong. 2020. Intelligent exploration for user interface modules of mobile app with collective learning. In Proceedings
of the 26th ACM SIGKDD Int’l Conf. on Knowledge Discovery & Data Mining. 3346–3355.

[211] Jichen Zhu, Antonios Liapis, Sebastian Risi, Rafael Bidarra, and G Michael Youngblood. 2018. Explainable AI for
designers: A human-centered perspective on mixed-initiative co-creation. In 2018 IEEE Conf. on Computational
Intelligence and Games (CIG). IEEE, 1–8.

[212] Jichen Zhu, Jennifer Villareale, Nithesh Javvaji, Sebastian Risi, Mathias Löwe, Rush Weigelt, and Casper Harteveld.
2021. Player-AI Interaction: What Neural Network Games Reveal About AI as Play. In Proceedings of the 2021 CHI
Conf. on Human Factors in Computing Systems. 1–17.

A APPENDIX

ID Title Reference No. Venue Year

1 Artist Support Networks: Implications for Future
Creativity Support Tools

[30] DIS 2022

2 FlatMagic: Improving Flat Colorization through
AI-Driven Design for Digital Comic Professionals

[190] CHI 2022

3
GANSpiration: Balancing Targeted and Serendipitous
Inspiration in User Interface Design with Style-Based
Generative Adversarial Network

[120] CHI 2022

4 Learning GUI Completions with User-Defined
Constraints

[16] TIIS 2022

5 Learning User Interface Semantics from Heterogeneous
Networks with Multimodal and Positional Attributes

[5] IUI 2022

6 Predicting and Explaining Mobile UI Tappability with
Vision Modeling and Saliency Analysis

[146] CHI 2022

7 Constrained Graphic Layout Generation Via Latent
Optimization

[83] MM 2021
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8 Continuous and Gradual Style Changes of Graphic
Designs with Generative Model

[170] IUI 2021

9 Conversations with GUIs [168] DIS 2021

10 Explainable AI Based Interventions for Pre-Season
Decision Making in Fashion Retail

[142] CODS COMAD 2021

11 Exploring Automatic Fitness Evaluation for
Evolutionary Typesetting

[136] C&C 2021

12 FashionQ: an Ai-Driven Creativity Support Tool for
Facilitating Ideation in Fashion Design

[73] CHI 2021

13
Fusion 360 Gallery: a Dataset and Environment for
Programmatic CAD Construction from Human Design
Sequences

[183] TOG 2021

14 Gesture Knitter: a Hand Gesture Design Tool for
Head-Mounted Mixed Reality Applications

[118] CHI 2021

15 Grid-Based Genetic Operators for Graphical Layout
Generation

[156] CSCW 2021

16 GUIGAN: Learning to Generate GUI Designs Using
Generative Adversarial Networks

[207] ICSE 2021

17 Interactive Layout Transfer [35] IUI 2021

18
InteractML: Making Machine Learning Accessible for
Creative Practitioners Working with Movement
Interaction in Immersive Media

[60] VRST 2021

19 Learning Personal Style from Few Examples [102] DIS 2021

20 Screen2Vec: Semantic Embedding of GUI Screens and
GUI Components

[98] CHI 2021

21 UISketch: a Large-Scale Dataset of UI Element Sketches [150] CHI 2021

22 Vinci: an Intelligent Graphic Design System for
Generating Advertising Posters

[56] CHI 2021

23 VINS: Visual Search for Mobile User Interface Design [17] CHI 2021

24 Attribute2Font: Creating Fonts You Want from
Attributes

[180] TOG 2020

25 Creative Sketching Partner: an Analysis of Human-AI
Co-Creativity

[80] IUI 2020

26 EmoG: Supporting the Sketching of Emotional
Expressions for Storyboarding

[152] CHI 2020

27 From Lost to Found: Discover Missing UI Design
Semantics through Recovering Missing Tags

[25] CSCW 2020

28 ICONATE: Automatic Compound Icon Generation
and Ideation

[206] CHI 2020

29 Iconify: Converting Photographs into Icons [78] MMArt-ACM 2020
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30 ImageSense: an Intelligent Collaborative Ideation
Tool to Support Diverse Human-Computer Partnerships

[88] CSCW 2020

31 Intelligent Exploration for User Interface Modules of
Mobile App with Collective Learning

[210] KDD 2020

32 Investigating Underdetermination Through Interactive
Computational Handweaving

[3] DIS 2020

33 It Is Your Turn: Collaborative Ideation with a
Co-Creative Robot through Sketch

[104] CHI 2020

34 KnitGIST: a Programming Synthesis Toolkit for
Generating Functional Machine-Knitting Textures

[62] UIST 2020

35 Learning to Select Elements for Graphic Design [178] ICMR 2020

36 MetaMorph: AI Assistance to Transform Lo-Fi Sketches
to Higher Fidelities

[149] OZCHI 2020

37 Optimizing User Interface Layouts via Gradient Descent [45] CHI 2020

38 Paper2Wire–a Case Study of User-Centred Development
of Machine Learning Tools for UX Designers

[18] MuC 2020

39 Predicting Visual Importance Across Graphic Design
Types

[49] UIST 2020

40 Scones: Towards Conversational Authoring of Sketches [68] IUI 2020
41 Sequential Attention GAN for Interactive Image Editing [28] MM 2020

42 SimuLearn: Fast and Accurate Simulator to Support
Morphing Materials Design and Workflows

[191] UIST 2020

43 Sketch2CAD: Sequential CAD Modeling by Sketching in
Context

[97] TOG 2020

44
SketchingInterfaces: a Tool for Automatically
Generating High-Fidelity User Interface Mockups from
Hand-Drawn Sketches

[184] OZCHI 2020

45 Understanding Visual Saliency in Mobile User Interfaces [96] MobileHCI 2020

46 Wireframe-Based UI Design Search through Image
Autoencoder

[26] TOSEM 2020

47 Adversarial Colorization of Icons Based on Contour and
Color Conditions

[161] MM 2019

48 Artistic Text Stylization for Visual-Textual Presentation
Synthesis

[197] MMAsia 2019

49 Data-Driven Interior Plan Generation for Residential
Buildings

[187] TOG 2019

50 Designing and Prototyping from the Perspective of AI
in the Wild

[110] DIS 2019
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51 Exemplar Based Experience Transfer [109] IUI 2019

52
GANs-Based Clothes Design: Pattern Maker Is All You
Need to
Design Clothing

[81] AH 2019

53 May AI? Design Ideation with Cooperative Contextual
Bandits

[87] CHI 2019

54 Modeling Mobile Interface Tappability Using
Crowdsourcing and Deep Learning

[164] CHI 2019

55 Relating Cognitive Models of Design Creativity to the
Similarity of Sketches Generated by an AI Partner

[79] C&C 2019

56 Swire: Sketch-Based User Interface Retrieval [67] CHI 2019

57 And Now for Something Completely Different:
Visual Novelty in an Online Network of Designers

[174] WebSci 2018

58 Autonomous Tools and Design: a Triple-Loop Approach
to Human-Machine Learning

[147] CACM 2018

59 Computational Creative Advertisements [162] WWW 2018

60 Dream Lens: Exploration and Visualization of Large-
-Scale Generative Design Datasets

[112] CHI 2018

61 EasyFont: a Style Learning-Based System to Easily Build
Your Large-Scale Handwriting Fonts

[99] TOG 2018

62 Learning Design Semantics for Mobile Apps [105] UIST 2018
63 What Characterizes Personalities of Graphic Designs? [205] TOG 2018
64 A Deep Study into the History of Web Design [41] WebSci 2017

65 Colors–Messengers of Concepts: Visual Design Mining
for Learning Color Semantics

[71] TOCHI 2017

66 ComplementMe: Weakly-Supervised Component
Suggestions for 3D Modeling

[163] TOG 2017

67 Computational Aesthetic Evaluation of Logos [202] TAP 2017

68 Deep Design: Product Aesthetics for Heterogeneous
Markets

[132] KDD 2017

69 Layout Style Modeling for Automating Banner Design [204] Thematic
Workshops

2017

70 Learning Visual Importance for Graphic Designs and
Data Visualizations

[19] UIST 2017

71 Rico: a Mobile App Dataset for Building Data-Driven
Design Applications

[38] UIST 2017

72 User Interface Optimization Using Genetic
Programming with an Application to Landing Pages

[143] CSCW 2017
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73 ArchiGen: a Conceptual form Design Tool Using an
Evolutionary Computing Approach

[24] CASCON 2016

74 Data-Driven Personas: Constructing Archetypal Users
with Clickstreams and User Telemetry

[203] CHI 2016

75 ERICA: Interaction Mining Mobile Apps [39] UIST 2016
76 Evotype: From Shapes to Glyphs [111] GECCO 2016

77 Generative Patterns for Designing Multiple User
Interfaces

[122] MOBILESoft 2016

78 Key Color Generation for Affective Multimedia
Production: an Initial Method and Its Application

[84] MM 2016

79 Patternista: Learning Element Style Compatibility and
Spatial Composition for Ring-Based Layout Decoration

[133] Expresive 2016

80 DeepFont: Identify Your Font from an Image [181] MM 2015

81 Learning Visual Similarity for Product Design with
Convolutional Neural Networks

[8] TOG 2015

82 Procedural Modeling Using Autoencoder Networks [201] UIST 2015
83 Collaborative Filtering of Color Aesthetics [125] CAe 2014
84 Learning a Manifold of Fonts [20] TOG 2014

85 Probabilistic Color-by-Numbers: Suggesting Pattern
Colorizations Using Factor Graphs

[103] TOG 2013

86 Webzeitgeist: Design Mining the Web [92] CHI 2013

87 Exploring Design Principles of Task Elicitation Systems
for Unrestricted Natural Language Documents

[116] EICS 2012

88 Learning Design Patterns with Bayesian Grammar
Induction

[165] UIST 2012

89 Make It Home: Automatic Optimization of Furniture
Arrangement

[200] TOG 2011

90 ReVision: Automated Classification, Analysis and
Redesign of Chart Images

[144] UIST 2011

91 Data-Driven Image Color Theme Enhancement [175] SIGGRAPH
ASIA

2010

92 Modeling Human Aesthetic Perception of Visual
Textures

[167] TAP 2008

93 Evolving Images for Entertainment [189] IE 2007
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